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Restoration entails the development of a plan sting of opening or closing of
switches, which is called reconfiguration. Thissgidation proposes the design of a fast
and efficient service restoration with a load shegdnethod for land-based and ship
systems, considering priority of customers and isé\@her system operating constraints.
Existing methods, based on centralized restorasicmemes that require a powerful
central computer, may lead to a single point diifai This research uses a decentralized
scheme based on agents. A group of agents createzhlize a specific goal by their
interactions is called a Multi-Agent System (MARgents and their behaviors are
developed in Java Agent DEvelopment Framework (JABEdD the power system is
simulated in the Virtual Test Bed (VTB).
The large-scale introduction of Distributed Generat(DGs) in distribution

systems has made it increasingly necessary to @evektoration schemes considering
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DG. The separation of utility causes the systerddoompose into electrically isolated
islands with generation and load imbalance that bawe severe consequences.
Automated load shedding schemes are essential yisterass with DGs, since the
disconnection of the utility can lead to instalilimuch faster than an operator
intervention can repair. Load shedding may be thly option to maintain the island
when conditions are so severe as to require cavredty restoration schemes. Few
algorithms have been reported for the problem ointaming the island, even though
load shedding has been reported for power systesimg wnder-frequency and under-
voltage criteria. This research proposes a newatipeal strategy for sudden generator-
load imbalance due to loss of utility that dynariicaalculates the quantity of load to be
shed for each island and the quantity of load taat be restored. Results presented in
this dissertation are among the first to demorstiatstate-of-the-art MAS for load
shedding under islanded conditions and restoratiadhe shed loads.

The load shedding and restoration schemes develogedhave behaviors that
can incorporate most of the distribution topologi@shieving service restoration with
DG is complicated but new automated switch techgiek and communications make

MAS a better scheme than existing schemes.
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CHAPTER |

INTRODUCTION

This chapter briefly introduces the research problg/ giving a broad overview
on restoration, ship systems, distributed genearadind agents; it provides a strong base

for understanding the rest of this dissertation.

1.1  Introduction to Restoration

Power systems consist of generation, transmissimh d@istribution systems.
Transmission lines connect generators and distabwtystems. Most of the modeling
and analysis has been achieved for power trangmissistems and very little attention
has been paid to distribution systems. The digiobbhuengineers have fewer software
tools to analyze systems and get fast real-timgatisols. This research work concentrates
not on the normal conditions of the distributiosteyn, but on emergency conditions like
outages. Outages and faults are inevitable inilligion power systems. The general
practice for alleviating outages or faults is isiola of the faulted part of the power
system. In the process of isolation, some unfawdreas lose power. Restoring power to
these out-of-service areas as soon as possiblessenial. That process is called
restoration. Restoration entails a fast and efficevitch operation scheme that isolates

the faulted area and restores the remaining phttesystem.

www.manaraa.com



The system should automatically reconfigure to ta@mthis, which needs understanding
of system dynamics and distributed control. Disttion systems present challenges for
robust control and reliable operation. These inelud

1. Systems are multi-component.

2. They are vulnerable to attacks and local distureanwhich can lead to
widespread failure instantaneously.

3. The number of possible interactions increaseshadgistribution systems
grow complicated. Thus, it exceeds the ability ofiagle centralized
entity to evaluate, monitor, and manage them ihtne.

4. Distribution systems are complex for conventionatmematical theories
and control methodologies.

Also, with the recent initiatives to enhance theordigurability and continuity of
supply for distribution systems, much effort is rgeiconcentrated on distribution
automation. Controlling and directing the power veheeeded and desired after a fault is
an expected outcome of the operation. Restorasi@afsd important problem for the navy
that expects to operate ships even in a hostile@ment. As a result of battle damage,
some loads are cut off and fast restoration of sugpthese loads is necessary for system
survivability. Restoration in ship systems mustsidar the different priorities of various
loads. A system should shed unnecessary loads aimdamm vital loads such as weapons
and communication and operate loads needed forivaiiity. This problem is a

combinatorial problem due to the many combinatiohswitching operations, and it
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3
increases with increasing complexity of the systéhus, the solution for such a problem

in real-time is a challenging task.

1.2  Introduction to Ship Systems

Ship systems are finite inertia electric power sys. Generation, transmission,
and distribution systems in ship systems are tgbtiupled. Shipboard electric power
distribution systems use an ungrounded delta-tystesn configuration. Ungrounded
means the system is capacitively coupled to grdbraugh insulating dielectrics, and no
direct connection occurs between the referencengr@nd any system neutral. System
reconfiguration for restoration for ship systemguiees a proper simulation. Very little
information exists on simulating an ungrounded pogystem, and thereby detecting a
fault. The three-phase power is generated andilistd through three-phase cables.
The other components of ship systems are load rsgrmewer distribution panels, bus
transfer units and transformers. Researchers hanmoged an Integrated Power System
(IPS) to meet specific ship requirements. Two poluges run longitudinally along the
port and starboard side of ship. The ship is diddo electrical zones. Each zone has
two Power Conversion Electronic Modules (PCEMs)jodistribute power to loads.
Transformers convert voltage to a desired level @nogtide isolation for sensitive loads.
Electric ships have large dynamic loads, relatvegénerator size, due to the limited
capacity. Turbine prime movers are faster thartyslystems, and the size and proximity
of power system components require fast voltagdrolsn[1]. Ship system loads have

several priority levels, depending on the imporeaatthe load to the survivability of the
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4
ship. These load priorities can change dynamicb#gause after a missile hits, the

priority of the operation may change.
This work maintains the radiality of the systemvé&al advantages occur with
maintaining a radial system: lower short circuitreats, simpler switching and the easier

design of protective equipment and its coordination

1.3  Introduction to Distributed Generators

Distributed Generation (DG) was previously desdtilzs a backup generator.
With increased demands, several small generaterbeaing installed on the distribution
side, which have environmental benefits owing trttechnology (wind, solar, etc.). DG
can help defer some of the costs of the expandidhneogrid to accommodate the rising
demands; opponents of the DG feel that the sasangvery less. Figures 1.1 (a) and (b)
show that the DG unit reduces power flow on allipouent between it and the utility [2],

thus reducing losses and increasing reliability.

D01
% % (1 ey
E g ]
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0 ] 7 g ; >
Distancelmiles) Distancerlmiles)
(a) (b)

Figure 1.1 Power Flow from Utility (a) with DG (l)ithout DG [2]
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Reference [3] defines DG as “Electric generatiorilifees connected to an area

electric power system (EPS) through a point of camrooupling (PCC).” A PCC is a
point where local electric power system is conredtean area electric power system.
Several other definitions of DG exist [4]:

1. Any qualifying facility under the Public UtilitiRegulatory Policies Act of 1978

2. Facilities that are automated and modular

3. Facilities that provide other functions in aduhtto power and capacity

4. Any generator located near a distribution system
This research considers DG as any generation #saaHimited capacity and is installed
at the customer side or load side.

DG'’s contributing to system operations require me@nd and control interface
capable of integrating the data and controllingrésources. The DG could easily be the
source of reactive power, eliminating the need dosignificant quantity of switching
caps, tap-changing transformers, etc., on the rgameration. Forcing DG to be in a
voltage-control configuration instead of a const@awer factor configuration can
provide automatic power factor correction. If agamumber of DGs have integration of
real and reactive power with the main generatiopotential for adequate control theory
for large, complex systems (implicitly requiring a&ignificant peer-to-peer
communications) guaranteeing robust stability aedgomance emerges, which does not
exist at present.

Fault isolation can result in islanding where atipor of the system that contains

both load and DGs is isolated from the utility gyst while remaining energized.
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Intentional islanding attempts to enhance the serldy maintaining the continuity of

supply to critical/vital loads. For intentionalasiding to provide benefits, planning, fault
analysis and stability studies must be conductexd. this task, the upstream breaker
should open, and DG must be capable of carryingtitee load in the island. A power
balance should be prevalent in the island to maraasuitable voltage and frequency. If
a fault occurs in the island, then it should besdietd, and islanding should be stopped.
After the fault is removed, and before the re-catioa of the DG to the main system,
the DG should be brought in synchronism with thennsmurce. Several other types of
analysis that need to be conducted in the islarel sability studies, protection
coordination and planning studies. The controly mat be fast enough to act during the
process of island formation, hence some kind ofdioated control is needed in the case
of several DGs, for a smooth transfer. The tenaspower system, as well as ship
systems, of the future must have autonomous cotftatlis inherently designed to be
robustly stable.

IEEE standards are being developed to improve D&abipns and connections
by setting guidelines. IEEE 1547 outlines standd&odsnterconnection of DG with the
grid. The standards provide rules for a sound aat@nection in terms of safety, operation
limits and performance. IEEE 1547.1 [5] lays owgtiteg procedures to verify that the
interconnection complies with the IEEE 1547 stadd&ihe test includes temperature
stability, abnormal voltage and frequency, synclmation, unintentional islanding etc.

[6] introduces other standards in the series oHHEEA47.
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1.4 Introduction to Agents

Agents are autonomous and can exhibit control twar internal state. An agent
is a type of software abstraction. An object isighHevel abstraction that describes
methods and attributes of a software componentekierwy an agent is an extremely high-
level software abstraction that efficiently desesba complex software entity. Rather
than being defined in terms of methods and atteuan agent is defined in terms of its
behavior and ontology. Multi-Agent Systems (MAS)e adistributed and coupled
networks of intelligent hardware and software agdhfit work together to achieve a
global goal. Although each agent is intelligentying only local knowledge restricts its
capability, and it alone may not be sufficient thiave a global goal for a complicated
large system. An agent is a computer system capzfbltonomous action in some
environment.

The agents in this research communicate throughlPA KFoundation for

Intelligent Physical Agents) compliant language [7]

1.5 Objectives of Dissertation

Most of the techniques of restoration need propeblpm formulation, and on-
the-spot switching is not possible. Restorationuneg complete system data at the
current system state, and thus a powerful centnapeiting facility to manage real time
data. Restoration requires two-way communications a stand-alone computer able to
deal with large amounts of data and informationisTequirement can lead to a single-
point-of-failure. This dissertation proposes restion methods based on distributed

intelligence techniques. Distributed intelligene®ald with concentrating the intelligence
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on a component level. The multi-agent system (M#&Shnology allows the control of a

distribution system to be modeled as distributedp@omous, and adaptive intelligent
agents. Each agent may have only a local vieweststem, but the team of agents (i.e.,
multi-agent system) can perform system wide regométion for restoration through
autonomous and cooperative actions of the agehts.dissertation focuses on:

- Developing a Multi-Agent System (MAS) for recaydration of power systems
to restore quickly after isolation of a fault amdplementing and testing the developed
MAS on land-based distribution systems.

- Extending the MAS developed for restoration afddased systems to do load
shedding and restoration of distribution systems WG and in case of disconnection of
utility maintaining island for continuity of supplto some of the loads that can be
supplied by DG. Testing load shedding and restmaton land-based and ship
distribution systems. Developing and testing autoows control schemes for DG output

to track load variations and system changes.

1.6  Ouitline of Dissertation

Chapter 2 describes the problem and surveys theaaetfound in the literature
for the restoration problem. The chapter also gidsrief description of the software
packages utilized for this research. Chapter 3tesetae MAS environment in MATLAB
and lists the disadvantages of such an implementaind builds necessary load model
for a three-phase analysis in Virtual Test Bed (YTdftware. Agents with their
behaviors are developed using Java Agent DEvelopd&DE) toolkit in Chapter 4.

The chapter also shows the restoration on sevestldases. Chapter 5 describes the
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achievement of restoration with load shedding i@ pinesence of DG and suggests an

autonomous control scheme for DG to track the ceamj load. Chapter 6 summarizes

the research work and addresses future researbleprs.
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CHAPTER I

LITERATURE REVIEW

This chapter surveys the schemes existing at présethe restoration problem
and highlights the essential contributions thigaesh makes by enlisting the differences

among existing techniques.

2.1 Restoration

Restoration methodologies can be broadly classifieb two categories,
centralized and decentralized. In a centralizeditswi, there is a central control that
needs the entire system information. In a decaméghlsolution, the control is distributed,
and actions are based on local information. Sevezatralized solutions proposed in
literature can be broadly categorized into:

« Mathematical Programming

« Meta-Heuristics

« Knowledge-based Programming

Mathematical programming uses the standard traditioptimization techniques
like successive linear programming, sequential ated programming, lagrangian and
other techniques. Butler and Sarma [8] presentpim@ation-based restoration strategy
for all AC ship systems. They used CPLEX to solwe testoration problem and also

linearized some of the constraints. Linearizingyvleer, may lead to suboptimal soluti-

10
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on. Khushalani and Schulz [9] presented an optiozebased restoration strategy

including distributed generation for an AC-DC slsgstem. Their method allowed
islanding in restoration and kept the problem noedr. They used LINGO for
optimization, which uses the branch and bound tecley as the problem is a mixed
integer problem. When traditional optimization tecjues are used for restoration in
land-based distribution systems, a problem becaimedarge to solve in a reasonable
time. Also, the restoration problem is a combinatooptimization problem, which is
NP- complete, i.e., finding an optimal solutionreasonable time is not possible. Thus,
techniques that fall into Meta-Heuristics are usedolve the above problem of time
restriction. These techniques include Genetic Atgors (GA), Particle Swarm
Optimization (PSO), Simulated Annealing (SA) andbdaSearch (TS). Of these
techniques, GA [10-12], TS and its variations [B3-&and Expert Systems [16-18] have
been used extensively for the restoration probl&iso, hybrid techniques [19-21] have
been used for this problem. The time constraintsifese techniques can be removed by
hierarchical optimization [22], which splits theoptem into subsystems, optimizing them
and coordinating among them, and a hybrid methadboaing parallel TS and ordinal
optimization [23], a probabilistic optimization rhed that increases the computational
speed.

The techniques discussed above do not guarantegtanal solution with the
exception of the time-consuming mathematical pnognéng. These techniques,
moreover, are centralized; a small update requireshange in the entire structure.

Therefore, this research uses the decentralizdthitpoe of multi-agents. The software
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community first introduced multi-agents as a disited artificial intelligence scheme.

Following this introduction, several papers havengtented favorably on the usefulness
of agents. Odell [24] uses life as a metaphor fretbping agents. He compares agents
to living systems and suggests many mechanismgldsigning autonomous agents.
Jennings [25] notes that a multi-agent has the npialefor improving modeling,
designing and implementation of computer systenhe duthor argues that agents with
the ability to interact socially can achieve thevelepment of robust and scalable
software for dynamic and uncertain environments. ooWridge and Jennings [26]
recognize that agents are being developed anddtéstedifferent domains. However,
they point that people are becoming dogmatic alageants and state that a non-agent
approach should be used since system developmegimeens can understand them better
and that the prototypes of agents are being codfusth robust and reliable solutions.
They note that with too many agents, emergent fonality may exist that may or may
not be good, and with too few agents, the resulikes putting all functionalities in a
single class in an object-oriented program.

Most of the work in power systems using MAS hasnbeene in the protection
area. Yang et al. [27] present five agents, nanRgwer System Agent (PSA), High
Voltage Diagnosis Agent (HVDA), Substation Diagmogigent (SDA), Low Voltage
Diagnosis Agent (LVDA) and a Global Decision Agef@eDA). They distinguish
between these agents based on the voltage leveéwalgents detect the location and type
of fault. The authors use Knowledge Query ManipafatLanguage (KQML) as

messaging language. Baran et al. [28] enhance&MEP simulation environment for
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simulating protection and control schemes thataasemunication between devices. The

features of the interface are applied on a pilotgution scheme, which detects a fault
based on an overcurrent criterion. Takaya et &8l ¢@ve some example applications of
remote monitoring and operating that applies agectinology by introducing a setting
agent to change protection and control setting,aanlyzing agent to collect the
equipment operation information and a patrol agengather information about the
condition of relay equipment. Wang et al. [30] mrsback up protection by embedding
the agents in protection components to get reldyslintelligent electronic devices).
Relay agents monitor their corresponding relaystake corrective actions when failures
occur in protection system. Yu and Li [31] defireveral types of agents, including the
protector agent, which isolates a fault and receite setting of relay obtained from
system and valuation agents. Other works [32-®fiser this area of power system
protection. Esmin et al. [35] present a prototypAS3viwith a java-based GUI used to
simulate power systems. Their system architectsireomposed of a decision package
that consists of an Event Identification Agent|anRing Agent and a Model Agent and a
tool package that consists of a Restoration AganQptimal Power Flow Agent, a Load
Shedding Agent, a Load Forecasting Agent, an Al&racessing Agent and a Unit
Commitment and Economic Dispatch Agent. Buse et[3$] point out that many
internet-based technologies have emerged, but rii@dgm still remains of handling a
large amount of data; thus they find agent-basetintdogy appropriate for power
systems, as they are inherently distributed. Thesehdivided MAS into several modules,

namely the Global modules and the LAN modules. &uth Cartes [37] reconfigure the
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power system network so that the cost of powercatlon is minimal. They note that the

power flow sometimes settles on a solution wheeehilgher cost sources are used before
lower costs are fully utilized and hence they depehn agent-based system to achieve
the usage of lower cost sources first. Another wiorkhe field of e-commerce [38]
mentions agent-based auctioning as an EPRI projébe authors are building SEPIA
(Simulator for Electrical Power Industry Agents)malltiple adaptive agent model of the
grid and of industrial organizations that own prit. Agents in SEPIA are adaptive, and
with increasing competition, the simulation candurce optimized pricing structure for a
Generating Company (GENCO).

Little research has focused on multi-agents fororasion. A task force for MAS
applied to power system was created at the IEEEeGe&Meeting in June 2005. Nagata
et al. [39-41] have presented multi-agents foraregion of distribution systems. In [39],
the authors classify tie switches into three ddfercategories based on whether they are
supplied from the same transformer in the sametatitns or a different transformer in
the same substation, or different substations. Jdiibors have created two types of
agents, Load Agents (LAG) and Feeder Agents (FA@)ch can act at higher levels.
First the LAGs open all the switches in the de-gized area. Then the LAG sends a
request for restoration, and FAG stores all theiests and forwards them to other FAGs,
which thereby initiate the closing of load switch®sLAGs in order to restore. In [40]
the authors introduce several types of agents, lyatihe Independent System Operator
Agent (ISOAG), the Local Area Management Agent (LAM the Remote Load

Facilitator Agent (RLFAG), the Load Facilitator AggLFAG), the Generator Facilitator
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Agent (GFAG), the Load Agent (LAG) and the Gener&gent (GAG). The restoration

is applied to a bulk power system that has threallarea networks, including twelve
generating units and three remote area networks wielve loads. The authors report
131 minutes for restoring the de-energized porbbithis system. In [41], the authors
concentrate on restoration for normal state opmmatif power systems. They introduce
FAGs, Equipment Agents (EAGs) and Switch Box Agg@®BAGS), where the FAG is
like a manager, the EAG is a component in the paystem, and the SBAG is like a
pseudo object consisting of switches and circiebkers. They tested their program for a
single element’s maintenance work and multiple eletsi maintenance work, on a
network consisting of three substations and twd higltage consumers. Wang et al.
[42] present a restoration strategy for a test aasene zone of the SPS. They restore
power supply to as much non-faulted area as pa&ssith high priority loads restored
first.

The work mentioned above, however, excludes orad of these:

1. Real time agents’ simulation.

2. MAS not totally decentralized.

3. Implementation in FIPA compliant language

This research work focuses on the real-time sinarabf a power system in
simulation software, with measurements taken byirtteface to pass them to the multi-
agent network. Thus, real-time restoration is ttegomfocus of this work. A single point
of failure can occur if the FAG in [39] fails ordlLAMA in [40] fails. This research

focuses on a very high level of decentralizatiohere the agents collaborate to achieve a
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global goal and continue to do so in the situabbfailure of a particular agent. Agents

will operate asynchronously where possible, leatiing decrease in communication time
and overall speed increase. The scheme will beyhigbdular; new agents can be added

without changes in existing agents.

2.2  Restoration considering Distributed Generator

The introduction of DG in the power system allovag treversal of current in
some of the branches. The restoration scheme gmceia this research needs no change
with introduction of DG unless islanding occurdatgling helps improve reliability by
maintaining continuity of supply to critical/vitdbads. Reference [43] indicates that
isolation points must be clearly defined in order dttain the desired reliability
improvement. They attempt to reduce the power flowthe interconnection line before
separating the utility from the downstream netwdnk disconnecting loads in the
downstream network or increasing local generatithroi et al. [44] propose strategies for
restoration in presence of DG where they classiy iD several categories, like black-
start DG, non-black start DG, and controllable aod-controllable DG. They suggest
that utilities must provide incentives to DG unfte providing the communication
capability for DG command and control, which is tkesential feature for their
restoration to succeed. Load shedding is a widégdied topic [45-47]. The load
shedding is mostly done under low frequency or imitage. Reference [48] achieves
under-frequency load shedding for a co-generatstesy connected to unreliable utility.
The load shedding is done after the system isdsidnn three pre-determined steps in

frequency band of 0.7Hz (58.7Hz to 58Hz). The argladso claim, that in the case of an
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islanded scenario if the load shedding does notrpddackout or damage to the co-

generator may occur after one second. The authof49] develop an Intelligent Load
Shedding (ILS) scheme for an industrial power syst&n ILS scheme consists of a
dynamically updating load-shedding table with cotrand past measured data. The
authors also compare the developed ILS with comweal under-frequency and PLC-
based load shedding in islanding operation of itrdaigpower system and conclude that
their ILS scheme performs optimally and achieveadIshedding in less than 100
milliseconds is much better than the conventiomad| shedding schemes [49]. This
research work includes a load shedding scheme usldaded scenario that is:
 fast
» decentralized, that is, based on agents
« independent of pre-determined lookup tables
e able to dynamically control most of the islands atee as a result of
disconnection of the utility and does not require-gefinition or pre-planning
of the island.

Also, the island is then restored from an alterpat if one exists.

2.3  Distributed Generator Control

When restoration occurs, it is assumed that thecD@rols are fast enough to act
with the changing load. This assumption shouldbetmade, and hence the other focus
of this research work will be controlling DG. Inf@eence [50] each DG is equipped with
one controller agent and all agents are intercaedeto a global agent. During the

disturbance agents try to keep the DG in servite megulation of overall system using
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given set points. The authors simulate three diffefault scenarios and show that the

system stability is achieved. The authors in [fi/jestigate the need for a control scheme
for DGs due to interaction problem from variousdsrof DG when microgrid operates in
an islanded mode. Reference [52] describes theteftd DGs on stability of distribution
system due to large disturbances. They proposedmm the control parameters for the
fuel cell by using particle swarm optimization tatfue. Reference [53] uses frequency
control to correct the phase angle deviations achbgdoad variations. Hiyama et al. [54]
present a multi-agent-based control and operatiadstribution system with DG. The
authors have achieved load-following control by rdomation between a diesel unit and
the Energy Capacitor System (ECS). The controlised on the power supplied by the
utility due to variations in load. Okuyama et &5] present an information-sharing
approach between several DGs in an islanded soethait lead to fast stabilization of the
DGs. Hiyama et al. presented a MAS approach fotrobof DG; however, their MAS
architecture does not satisfy FIPA specificatiord dooks like a control unit simply
called an agent. This research develops and demtessta preliminary work on an
autonomous control scheme for DG unit on a tegesy$o load-follow fast. This scheme
can then be incorporated into MAS to achieve mpeed and capability of acting in any

situation in addition to the autonomy.

2.4  Conclusions
This chapter presented the existing methods obrasdn. Most of these methods
are centralized and require a lot of computatiometi A decentralized method of using

multiple agents having only local information amabadinating to achieve the required
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global goal is proposed. Also the methods availéydoad shedding based on voltage

and frequency control are described. The solutropgsed in this research work is to do
fast load shedding using MAS utilizing mobile agedtneed for autonomous control is
described a preliminary work for which will be dem Chapter 5. Chapter 3 will focus
on the development of MAS for fault detection aastoration and the software packages
used for this research. Chapter 4 will use a jadfqym for developing agents and

coordinate with simulation software for measureraent
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CHAPTER Il
THE RESTORATION PROBLEM AND THE SOLUTION USING A MUTI-AGENT

SYSTEM DEVELOPED IN MATLAB

This chapter introduces the restoration problemraathematically formulates it.
A Multi-Agent System (MAS) is developed in MATLABRut the drawbacks found in

such an implementation lead to a different solution

3.1 Introduction

The components of a distribution system (ship-adibased) may be connected
in the form of a meshed network, but the land-badistribution system is normally
operated radially. Four basic strategies for region of fault are considered.
1. Fault Detection

On a distribution system, the faults can be of s#vweatures and severity. Some
of the common types of faults are single-phasertaqgd faults, phase-to-phase faults,
phase-phase-ground and three-phase faults. Selifeaént protection stages can detect
the fault severity and location of fault.
2. Fault Isolation

By opening the appropriate circuit breakers/isokatthe faulted section is to be

isolated from the rest of the system as quicklp@ssible.

20

www.manaraa.com



3. Restoration
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After the isolation of the fault, some of the loadghe un-faulted region also get

disconnected and are left unsupplied. Service shioeilrestored to these affected loads as

quickly as possible by system reconfiguration, Whiovolves changing switch status.

4. Fault Removal

The faulted part needs to be repaired by the cred tae system should be

brought to the original configuration.

The concentration of this research work is on thet fthree stages. The

management of disturbances, as well as the eféedistributed control of agents, should

occur in such a way so that, after a disturbanegtspof the networks will remain

operational and even automatically reconfigure thedaes. An agent can:

a.

b.

C.

d.

e.

Query some of the agents to obtain information
Integrate with other agents for decisions
Monitor the power system in real-time

Perform temporary data logging if essential

Offer important messages to other agents

These tasks are achieved through the communichétween neighboring agents.

In this way, the agent is always informed aboutsiistus and its neighboring agent’s

status. The goal of this research was to desigiMa% that fulfills the functional

requirements described in this chapter within tiseussed constraints.
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3.2 Formulation of the Restoration Problem

Restoration involves a set of n binary variables {S ....... SN} and a set of
domainsD ={D1 ....... DN}, whereD; is a set of values th&can take to satisfy the set of
constraints C ={C,....... C.}. The multi-agent algorithm involves variables Vdan
constraints C distributed among a set of agca!mzs{A1 ....... AK}, whereK is the number
of autonomous entities. The subset Bf={D1 ....... DN_K} and C={C1 ....... CN_K}are

associated with an AgeAk. Thus, several tasks are needed to accomplistesi@ration
strategies as given. The basic functionalities@ased with the tasks are:
« Fault Detection
Data Logging
Data Analyzing
« Fault Isolation
Communication with neighboring agents after detecfault
« Restoration
Forward and backward tracing communication helgsore the system
within constraints, giving priority to vital loads.
Mathematically, the problem is formulated as areotiye function satisfying the
system constraints. The objective is to maximizeshpply of power to as many loads as

possible, giving importance to essential loadssTieed is satisfied by the weighted
sum, max) WL, , where, L is the load current at node i, n istttal number of nodes

i=1

in the system anw is the weight associated with each load dependmigsqriority.
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The fulfillment of the objective should not leadviolation of the operating limits

of the components; this requirement reinforces rséwenstraints.
Limit on Generation

G, <G,.., Where jl] S (set of source nodes)

Cable Limits

F, <F.., where F is the flow between node i and node j.
Radial Configuration

Z I, <1, wherelB is the set of inward flow branches incident abden

allB

The radiality constraint ensures that only one tindeeds the node.

Considering both the constraints of the restoratma the highly distributed
system in discussion, a MAS appears to be the &esiver to the restoration. The
autonomous capability of each agent requires adowation method among the

decisions and actions from a number of agents

3.3 Introduction to Software Packages

This research primarily used three software packag&TLAB 7.0, Virtual Test
Bed (VTB) 1.03.03, and Java Agent DEvelopment Fraank (JADE) 3.2. Several other
software packages that facilitated communicatiotwben VTB and JADE were also

used but a description of all of them is beyondst@pe of this dissertation.

3.3.1 MATLAB
MATLAB is a matrix laboratory and is a high perfaante language for technical

computing. MATLAB has several application speciiolboxes that are a collection of
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m-files. MATLAB/SIMULINK is a software package fonodeling and simulating linear

and non-linear circuits. SIMULINK provides GrapHit#ser Interface (GUI) for building
and connecting blocks. One of the blocks is theuB®ekon block which can be
customized and created for the application. Agemse built using the S-Function
blocks whose behaviors were governed by M-Filee d@atails of this implementation
are shown in as shown in Section 3.4.2. SimPow¢eBys are used to simulate power
system blocks in a SIMULINK environment. The loaddel validation in Section 3.4.1

uses the SimPowerSystems blockset.

3.3.2 VTB

VTB is free software used for simulating large-s¢ahulti-technical dynamic
systems, including electric power, mechanical, ttadrand control systems. Apart from
performing simulations, VTB also has provisions bmilding one’s own model. VTB’s
model development guide describes two kinds of nsof5]. Interactive models are
those that are executed as well as built at ruestitmus facilitating any change needed,
but these models are not fast enough. Compiled Im@e those that need compilation
of the code, typically created in C++, thus faatiihg a faster run-time, but any change
requires recompilation.

The User Defined Device (UDD) is an interactive mlothat allows creating
complex devices using model equations. The compiledel entities can be built using
the C++ programming language. There are two bagiest of coupling needed for a
model entity: natural coupling, which dictates pbgb conservation laws, and signal

coupling, which helps the flow of information. Tinatural entities are connected with
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other entities in the system through their portacte port is associated with across

(voltage) and through (current) variables. The rstentities are classified as linear,
nonlinear and linear time-varying entities. The Vim&tural models are developed using
the Resistive Companion (RC) technique. For the Reéthod, the equations are
expressed as
| =GV-B (3.1
Moreover, these equations need discretizationgiaiplal integration is one such
method.

i(t)=G,v(t)-B,(t—h
() =G.(t) - B,(t—h) 3.2
0=G,v(t)-B,(t—h)
where, i is the vector of through variables, vhe vector of across variables, G is the
constant square matrix and B is the vector depgnainpast history values of through,

across and internal state variables. VTB solvesdleguations [56] using

S AT M) =1, (3.3)

where, liy; is the vector of nodal through variable injectioasd A“ is a component

incidence matrix. Upon substitution of device equa, the system’s set of equations
becomes a set of nonlinear algebraic equationsseTtegjuations are solved using
Newton’s method. This research developed modelseaded. RC modeling needs C++
programming, however, VTB has made several funatais available. A reference to a
function call will always contain the default argents for that specific function. These

function calls, with their arguments, are giverj56].
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Table 3.1. Functions for VTB Model Development

Functions Arguments

const std::string &sEntityName,const std::string
SetEntityNames() &sEntityShortName, const std::string &sEntityPrefix
SetEntityComment() const std::string &sEntityComment
AddLayer() None
AddNatureTerminal() const std::string &sTerminalName,const std::string

&sTerminalNature, const std::string &sAcross,castdt:string
&sThrough,int iLayer = 0,int iRows = 1, int iColurar 1,bool
bOpen = false

AddNaturelnternalNode() const std::string &sNodeName,const std::string &ddldature,
const std::string &sAcross,const std::string &sTugl,int iLayer =
0,int iRows = 1, iColumns = 1,bool bOpen = false

AddParameter() const std::string &sParameterName,const

std::string &sParameterValue, const std::string
&sParameterUnits,const std::string &sParameterComb)ing
iType, intiRows = 1, int iColumns =1

AddViewable() const std::string

&sViewableName,const std::string &sViewableValuenst
std::string &sViewableUnits,const std::string
&sViewableComment,int iType, int iRows = 1, int ilDmns = 1,int
iPlotOption = 0

Table 3.2. Constructors for VTB Model Development

Constructor Arguments
UpdateParameters( None
GetVectoricon() None
UpdateModel() None
ExtractViewables() None

Table 3.1 gives the specifically needed functioliscd he constructor describes
the type of the model and is called when that gmdidropped into the schematic. Table
3.2 lists constructors. An entity’s internal vated must be initialized when the

simulation begins.
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3.3.3 JADE

The Java Agent DEvelopment Environment (JADE) hasnbimplemented in
Java language. JADE is a middleware for the dewedy and run-time execution of
peer-to-peer applications that use agents. Agemnuamications in JADE are via
message passing, which gives the flexibility fax #gent to perform other tasks and not
just wait for the message; the messages can dg estsieved from a queue of messages.
Also, it allows the agent to select messages aouptd its own priority. Communication
among agents in JADE is carried out according RARpecifications. An instance of the
JADE is created when the execution begins, and italled a container because it
contains agents. Several containers make a platfArmagent is executed as a single
thread; however, the multithreading nature of JAWAguage helps in case an agent
needs to execute several tasks in parallel.

JADE implements an agent. The several types of tagfsv] are broadly
classified as:

Software Agents: Software program that can perfspecific tasks for a user and
possess a degree of intelligence that permitsgetéorm parts of its tasks autonomously.

Mobile Agents: Mobile agents are software agentsabke of moving from one
machine to another automatically.

Reactive Agents: Agents that only react to extersaimuli and do not
communicate directly.

Interface Agents: Improves interaction betweenuser and the computer system,

e.g., assisting or accessing information or dogagring.
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Middle Agents or Intermediate Agents: They are nmé agents, which help, in

intermediate services. They are Brokers, Cont®lerFacilitators
There are several desirable characteristics [5@hadgent as listed below
Network-centric — distributed and self-organizing
Communicative — interacts with other agent

Semiautonomous — controlled by humans or othertagen

Reactive — reacts timely and appadiply

Deliberative — capable of sufficient detdigon
Collaborative — interacts with human and o#gents
Pro-active — takes initiative, generajeals, acts rationally
Predictive — makes prediction about feitu

Adaptive — accommodates changing éaskronment
Mobile — moves around network

Agents execute through behaviors, which are priviesteeach agent and
communicate through FIPA-specified Agent Commumcati_anguage (ACL). JADE
converts the local name of the agent into a glgbaflique AID (Agent ID). Agents
communicate by asynchronous message passing, whwosgeture follows FIPA
specifications. Some standard predefined so-cétigues” of messages occur, such as
PROPOSE, QUERY_REF, INFORM and REQUEST. In ordedistinguish messages,
in case of confusion between two behaviors attergpto receive the same message,
templates are defined. ACL messages passed beageeais are characterized by:

« The Type of Message

www.manaraa.com



29
« Content of Message

e Intended Receivers
e Conversation ID
Through out the execution the agent as a softwatiey yoes through several stages as

shown in Figure 3.1 (a) and programming highligives as shown in Figure 3.1 (b).

Setup
IRE
< Initialize all parameters

setup () <4—
P L Set Agents INs and N

Nps: Number of Downstream Agents
Nus: Number of Upstream Agents
Ns: Number of Neighboring Agents

}
FaultCount(rpcIDA, rpcIDB, rpcIDC)
{

Agent has been Killed
(doDelete () method
called)?

Read Data

CurrentPhase&- getAPhasel (ID)
CurrentPhasel- getBPhasel (ID)
CurrentPhase&- getCPhasel (ID)

Get the next behaviour from

the pool of active behaviours
1€ poddl ol achive behiaviours VoltagetPhaseﬁ(— getAPhaseV (|D)
v VoltagePhaseB& getBPhaseV (ID)
VoltagePhaseG- getCPhaselV (ID)

-
\ { Data Analyze;

b.action ()

Data Storing;

NO
b.done()? CurrentPhase=faultcount(reclDA, rpciDB,

rpciDC)

}
{ FaultQueryBehaviour

if (CurrentPhase-5*RatedCurren) //

Remove currentBehaviour from {SendMSg (& QUERYREF, FAULT)
the pool of active behaviours

3
takeDown ()

() (b)

Figure 3.1 (a) Agent Execution [58] (b) ProgramgHighlights
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The agent’s initialization is carried out in setapd execution of behaviors occurs in

action. After the action, if the agent’s behav®finished that behavior is removed from
the pool of behaviors, and rest of the behavionstione execution as they are. The

complete agent can be killed in the takedown stage.

3.3.4 Communication of VTB with JADE

Figure 3.2 shows the communication structure of BAdhd VTB as modified
from [58]. It also shows platform JADE, which cointaseveral containers where agents
live. The platform is built in JAVA, and JAVA commicates with Microsoft Internet
Information Services (IIS), which in turn commurtes with VTB through the Remote
Procedural Call (RPC) model. This model acts as iaddivs RPC server and uses

function calls GetSignal and SetSignal from theviib server.

Wireless or Wire-line

Figure 3.2 VTB-JADE Communication
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These two functions are posted on the web usingl8i@bject Access Protocol
(SOAP). Reference [59] describes in detail the comioation scheme between RPC and
IIS. However, here the description is specific he tresearch needs. The GetSignal
function, also provided by IIS, returns the valdi@®ignal with a specific ID in the VTB
schematic, and the SetSignal function provided IBydets the value of a signal with
specified ID in VTB. The function descriptions whealled from the software are
doubleGetSignal (short id) and doubleSetSignal rsitp double value). The IS web
server should be started first for this communaratiBrowser settings need to be
changed and the Visual Basic file, which servesathmve methods, needs to be compiled
and built. Visual Studio .Net, Java 2 Runtime Eomniment, Java2sdk, Java Web Start

and Jade 3.2 were installed for the agent envirohme

3.4  Restoration using MAS developed in MATLAB

This section describes the development of the agentMATLAB and the
simulation of the power system in VTB. The powestsyn simulation in VTB needs a
three-phase PQ load model, and this section desctite development of such a model.
To achieve restoration, the agents are developedAfnLAB, then a fault detection
strategy with MAS is developed. MATLAB-VTB co-sinatlon is achieved, and finally a

test case system illustrates the results of sueltaration scheme.

3.4.1 Three-Phase Balanced/Unbalanced PQ Load Model
VTB provided the environment for the developmentaothree-phase PQ load

model using RC technique, for the simulation ofethphase power system. For RC
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modeling, C++ language was used. Functions providlethodel development were used

to develop the PQ load model considering resiséimd inductive part of the load; a
capacitive part was not considered. First, an foorthe model was created in VTB Icon

Editor, as shown in Figure 3.3.

i3

vi C B A
3 Phase
PQ Load
- _

., i _GND

L

Figure 3.3 Icon of Three-Phase PQ Load

The model equations are:

2 2
R = V'R ;Xa: \gQaZ; La= Xa (34)
P’ +Q; P +Q; 2* m* 60

Similarly, Ry, L, andR., L. can be calculated. Assuming all phases are unedupl

they are,
vo—v1=Ra*io+La*% (3.5)
dt
vV, -V, =R, *i +L*di2 (3.6)
2 1 2 b dt .
vV, -V, =R *i b+ d (3.7)
3 1 3 c dt .
i, ==, =i, =1, (3.8)
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Applying the trapezoidal method on Equations (806)3.8) produces

L0 =~ (0~ (O~ (3.9)
S UL
( 5 ) ( 5 )
Rh
(7_La)
whereh, = —%vo(t -h) +%vl(t -h) +2h—i0(t -h)
(L) (L) (L)
L0 =—gp WO~ VO b, (3.10)
4 4+
( ) L) ( 5 L)
(Reh
b, = —h/—zvz(t—h)+Lvi(t— hy+ —2 i (t-h) (3.11)
(Lh+L) (R"h+L) (R“h+L)
2 ’ 2 ’ 2 ’
L =qp WO~ VO (3.12)
S+ o+
( 5 L.) ( 5 L.)
R.h
(—-L)
where,b, = —— 12 iomye—M2 oy +—2 i (t—h)
Ry AL Ry
2 2 2
h/2 h/2 h/2 h/2 h/2 h/2
i1(t) = _7\/0(‘:) + + + * V1(t) - Vz(t) - Vs(t) - b1
Rh Rh Rh Rh Rh Rh
(7+La) (7+La) (7""—0) (7+Lc) (7""—0) (7+Lc)
(3.13)

where,b; = —bg —t, —bs

The Resistive Companion Model Equation using Equat(3.9) to (3.13) is

i =Gv-b
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O] [wO]  [b,
where,j = _'1(t) Lv= 4@ ‘b= b, and
Lo w0|  |b,
0] w0 [b
[ h/2 h/2 1
B L 0 0
L) L)
_hi2 hi2 . h/2  hi2 | _ hi2  _ h/2
Rh Rh RN Rh R Rh
oo My |l Al ] Al G
h/2 h/2
0 - e e 0
(Rghﬂb) (Rghub)
h/2 h/2
0 L 0 e
_ oL oL |

(3.14)
Comparing the simulation results with MATLAB/Simulk provides a way to
validate the developed model. For this validatithree single-phase PQ loads were
connected in MATLAB, as shown in Figure 3.4; FigB@t& shows the results. Figure 3.6

shows the VTB schematic for validating the devetbpP€ load model, and Figure 3.7

Current_A phase(P 1 Ph=1000,01 Ph=100)

ﬁ‘

Gopez

Current_Bphase(F1Ph=1000,01Ph=100)

Current_Cphase(F1Ph=2000,01Fh=200)

w ¥ ¥ ¥

Series RLC Load3

Wl

Series RLC Loadd

Series RLC Loads

Figure 3.4 Three-Phase Unbalanced Load in MATLAB(Sink
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shows the results. Comparing Figures 3.5 and 8lidates the developed model as they

give the same results.

J Scopez = O] =]
leamEloclr e ABE B O 5

Current_, e[P1Ph=1000,01Fh=100]

-
|

I3 I,

o

—-
o

o

u

—_ -

]

-5
0

]

0.04 0.05

Figure 3.5 Three-Phase Currents of unbalanceddd@ In MATLAB
Va PQ

=
L 3 Phase

Vb
@ PQ Load
LJ

Figure 3.6 VTB schematic of Three-Phase PQ Load

www.manaraa.com



|:| Current_¥a

Figure 3.7 Three-Phase Currents of PQ Load

3.4.2 Development of Agents

Agents are implemented using the MATLAB functiomdk in Simulink. Three
types of agents are in the proposed MAS: Switchrdg)dSAs), Substation Breaker
Agents (SBAs) and Tie Breaker Agents (TBAS).
1. Substation Breaker Agents (SBA)

Each SBA can sense the voltage and current magndodnstream. It prompts
for its ID and rated current that it can carryshswn in Figure 3.8. Table 3.3 shows the

inputs and outputs of a SBA. Its initial statuslssed.
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Block Parameters: Agent

~Agent Knowledge (mask)

A’ Pl Bock

‘.F?-lafaﬂ'wl&r
Rated Current
|2nn

AgentID

|1

1 | Cancel | Help | Hply |

Figure 3.8 Agent Block Parameters

2. Switch Agents (SAs)

Each switch agent can sense the current at the stream end of the switch, as
shown in Figure 3.9. The SA has the informationudlvated current and the connectivity
information about its neighboring two agents. Tah® shows the inputs and outputs of a

SA. Its initial status is closed.

W1 SW2 —L

Figure3.9 lllustration of SAG

3. Tie Breaker Agents (TBA)
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Every TBA can sense the voltage and current magg@itiownstream. It prompts

for the ID of neighboring agent and rated currduatt it can carry. Table 3.3 shows the

inputs and outputs of SBA agent.

Table 3.3.  Agent Input and Output Signals

Type of Agent Inputs Outputs

SBA present_current, Fdetect_neighbor, Fdetect, reply_msg,
Replyreceive, receivemsg sendmsg, sendself,

SAG present_current, Fdetect_neighbor, Fdetect, reply_msg,
Replyreceive, receivemsg, sendmsg, sendself,
replyrecieve4

TBA present_current, Fdetect_neighbor| Fdetect, reply _msg,
sendself 1, sendself 2, sendself 3 sendself,

RME  present_cumment

= ’ sendself frsi]

|11 - e Fotod 5 i 5 )
n Fdetest OV
Fdeteot_neighbour Sl n Outs —
— T > sends_
Replyrecsive reply_msg 4oz —
=
*: Gated

Fdetect

prasent_Current
Fietest

fdetect_neighbour

RMS2
tdetect_neighbour

erminatord

reply_reseive i
sendzelf

sendself_1

Receivehlsy
reply_received sendself_2 Outd
—
phy_msa

sendsalf_3

TBA

(A3

Figure3.10. Agent Architecture

The complete agent architecture is as shown inr€i@10. Inl1 to In5 are the
measurement signals, which come from VTB to MATLABhulink, and Outl to Out5,
are the control signals going from MATLAB/Simulirik VTB. This MAS detects the

fault, isolates the fault, and restores as mangd@s possible.
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At the same time, some constraints should be met:

a. No components in the system are overloaded.

b. Radial configuration must be kept.

3.4.3 Fault Detection Strategy

During the reconfiguration, switches should notselmn a fault. So the switches
that bound the faulted area should be opened andllowed to close. If a switch agent
senses the fault current, it will communicate vathits downstream switch agents. If any
of the downstream switch agents also senses tiitectavent, then the fault is not in the
area between these switches, so none of thesenswitall be locked out. If none of the
downstream switch agents senses the fault curtteen, the fault is just between these
switches; so all these switches are locked outussthere is only one three-phase fault,
Fault 1, as shown in Figure 3.11. SBA1 sensesdhk turrent and communicates with
SA2; SA2 also senses that fault current, and sdabi¢ is not between SBA1 and SA2.
SA2 senses the fault current and communicates 848 but SA3 does not sense the
fault, and so the fault is between SA2 and SA3.séh&vo switches are opened and

locked out. This strategy works well for the overfent protection scheme.

SBAl [ 342 ga3 | aas

e

Fault 1

Figure 3.11 Fault Detection
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In order to test the agent restoration schemewsepsystem is simulated in VTB.

The MAS needs to monitor the voltages and curnentise power system and control the

opening and closing of the switches.

MATLAB is the platform for building the intelligenMAS that makes decisions

on the system restoration. Real-time communicaBomecessary between the simulated

power system in VTB and the MAS in MATLAB. VTB alvs co-simulation with

MATLAB/Simulink through dedicated wrapper entities shown in Figure 3.12. Figure

3.13 is a VTB schematic of power system. The sitrarain this research work is an

interactive signal VTB simulation.

SN11

Matiab """ Simulink
Lo Elab — Natural
S11

— —

" simuink |

— Signal —

— —b

— —

Figure 3.12 Available Wrappers for MATLAB in VTB
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Simulink:

Hignal

ng

Figure 3.13 Test System |

3 Pliags
FQ Loag

LI

PR

Load 3

The agents are created in Simulink and importethéoVTB using the VTB wrapper

entity “Simulink Signal”.

Table 3.4 gives the necessary input and outputagneeded for the co-

simulation of the system in Figure 3.13. During thienulation, MATLAB starts

automatically and runs concurrently with the VT Btaare.

Table 3.4. MATLAB-VTB Co-Simulation Signals

Substation VTB Signals MATLAB Signals
Substation| Phase A Phase A Phase A Control Control Control

A Current Current Current Signal SW1| Signal SW2| Signal SW3

from Sensor| from Sensor| from Sensor
1 2 3

Substation Phase A Current from Sensor 1 Control Signal SW1

B
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3.4.5 Results

The small power system shown in Figure 3.13 watedesTable 3.5 gives the
parameters of the system. This test system isial lalee-phase distribution system with
a substation transformer being ignored for simplicBources 1 and 2 are the ideal
voltage sources. The capacity of all the cableslgs set to a very large value. It has
resistive and unbalanced PQ loads. Three faultsianaélated in the system one by one.

1. Fault 1

SBA sees the fault, communicates with SAG and isslaccording to the fault
detection strategy described in Section 3.4.3.@wg 1 and 2 open and lockout, thereby
isolating the fault. Loads 1 and 2 lose power. T@gAs “open” from SBA and SA1 and it
sends “close” to itself. Since TBA detects thafpitesent current is less than 1.5 times its
rated capacity it remains closed and Load 2 isoredt Load 1 is not restored because
Switch 2 has been open and locked out. Figure 8tbivs the control signals from

agents. Figures 3.15 and 3.16 show detailed refsulthis fault.

Table 3.5. Test System | Parameters

Elements Sub-Station A Sub-Station B
3-Phase AC Voltage 100 Volt Peak 100 Volt Peak
Source
Load 1 2 Ohm/Phase Pa = Pb = 500 Watt| Qa

= Qb =100 Var, Pc =
1000 Watt and Qc =

500 Varr;
Load 2 10 Ohm/Phase -
Cables 100 meter with Default 200 meter with Defaulf
Parameters in VTB Parameters in VTB
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0.04

oozl 004 008 | 0.ogd 01 012 002 0.04

Figure 3.14 Control Signal from TBA, SA2, SA1 &8BA for Fault 1 (starting with
upper left corner and reading column wise)

Figure 3.15 Currents: Load 1, Load 2 b and a ptasesor and Cablel, Cable 2
(starting with upper left corner and reading colwise)

www.manaraa.com



44

=lBlx]

f

-

Figure 3.16 Substation A current, Load 1 voltdged 1 current, Substation B Voltage,
Load 3 Current a and ¢ phases (starting with ulgfecorner and reading
columnwise)

2. Fault 2

In this case, Switches 2 and 3 are opened and doclg thereby isolating the
fault. Load 2 loses power. TBA gets “open” from Sadd SA2 and it sends “close” to
itself. Since the tiebreaker detects that the miteserrent is less than 1.5 times its rated
capacity it remains closed, and Load 2 is succlgsastored.

3. Fault 3

In this case, Switch 3 opens and locks out theisdlgting the fault. Load 2 loses
power. TBA gets “open” from SA2 and sends “close’itself. However, as soon as it
closes, it detects that it is closing into a fdadtause the present current is greater than

1.5 times its rated capacity, and it opens up.
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3.5 Drawbacks for MAS Developed in MATLAB for Large-Scde Systems

MATLAB is a single-threaded programming and canarécute two or more
programs in parallel. In SIMULINK, run time changase not allowed and storage of
data more than once is not possible. Due to itgleithreaded nature, peer-to-peer
message transfer is not possible. Also, it doeshaete message storing, polling and
queuing architecture. An agent must wait for itScgcup to next simulation time step,
and it does not get updated data at current siroaléitne step. Distributed control across
machines is not available. Run time changes intaagion are not possible.

JADE made it possible to avoid drawbacks found irASVdeveloped in
MATLAB. The MAS developed in JADE can do peer-teepeommunication between
agents in an efficient way. Chapter 4 presentsréstoration of loads after isolation of
faults using JADE and VTB, and the next sectiorsenés detection and isolation of the

over-current fault in a radial distribution systemjng MAS-developed JADE.

3.6  Agent Development in JADE for Fault Isolation
In this section the MAS is developed in JADE fault detection and isolation

and it is implemented on a test case.

3.6.1 Agent Development

MAS for fault isolation and detection consists efiteh Agent (SA) with several
behaviors. Table 3.6 shows a short descriptionatfaliiors associated with an SA. A
detailed description of behaviors, responsiblefénitt detection and isolation, associated

with an SA is shown:
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Table 3.6. Description of Behaviors associatedh \Bivitch Agent for Fault Isolation
Agents Behaviors Receive Message Send MessagelSjgna  Description
Switch | SWFaultQuery - performative Sends message to all
Agent “QUERY_REF” and | neighboring agents whe
conversation ID the agent detects over-
“FAULT” current.
SWFaultReceive - performative - performative Receives query from
Reply “QUERY_REF” and “INFORM" and neighboring agent and
conversation 1D conversation ID | yeplies with YES/NO if
“FAULT" “FAULT" it has detected /not
detected over-current.
SWFaultAction | - performative - performative Receives reply from
“INFORM” and “PROPOSE” and | peighboring agent and
conversation 1D conversation ID | replies with OPEN if the
“FAULT” ‘FAULT" neighboring agent has
- Sends OPEN signa| gent NO
to itself
SWFaultReceive - performative Sends OPEN signal tb Receives reply from
Action “PROPOSE” and itself neighboring agent and
conversation 1D sends OPEN to itself if
“FAULT” neighboring agent has
sent OPEN.

1. SWFaultQueryBehavior:

In this behavior the agennhdse message with

performative “QUERY_REF” and Conversation ID “FAULT0 its downstream

neighbors when it detects an over-current.

SWFaultReceiveReplyBehavior: In this behavior therd receives message with

performative “QUERY_REF” and Conversation ID “FAULBENd replies with

performative “INFORM” and Conversation ID “FAULTThe content of the

message sent is “yes”/ “no” if the agent detectedfietected over-current.

SWHFaultActionBehavior: In this behavior the agemteaives message with

performative “INFORM” and Conversation ID “FAULTTt sends message to its

downstream neighbor with content OPEN if the dovaash neighbor has replied

“no” in (2) above. The performative of the messagat is “PROPOSE” and
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Conversation ID “FAULT”. It also sends “open” tosélf if the downstream

neighbor has replied “no” in (2) above.
4. SWFaultReceiveActionBehavior: In this behavior thgent receives message
with performative “PROPOSE” and Conversation ID ‘BAT”. If the content of

the received message is “open” then it sends “opm@mial to itself.

3.6.2 Results

Figure 3.17 shows a VTB schematic of the test systnd Figure 3.18 shows a
one-line representation of the system. Table 3végythe data for the system. For the
fault at F2, Switch Agents 2 and 3 detect the féalted on a directional over-current
fault detection criterion. Figure 3.19 (a) shows fault current and source current of one
of the phases along with control signals from theras. A delay has been incorporated
into the algorithm to represent communication defaye and breaker opening time.
Figure 3.19 (b) shows the complete set of mesdaggeen the agents for the process of
detection and isolation of fault. Figure 3.20 iss@apshot of the command window

showing the initialization and messages betweentaghiring the fault isolation process.

e . . . L. SO
b BB ow PR oo i BTy
1) S ke ) 5 g e | Tl
[T L MN ! Lol am =t [E] [?jb L1 =l [ =
g & P g o dsTe gal
. A ] 3 ‘@:Lﬂ—' 2 |

|
[T

Figure 3.17 Test System I
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Table 3.7. Test System Il Parameters

Elements Sub-Station A
3-Phase AC 169.7 Volt Peak
Voltage Source
Load 1,2,3 10 Ohm/Phase
Cables 100 meter with Default
Parameters in VTB

Switch Agents — 03
Source-1

s1 s2 s3
\I\
F2
L1 L2 L3

Figure 3.18 One line of Test System

iffer0@sarika:1099/JADE - Sniffer Agent

Aetions Ahaut
vy EpEeeE B sl
& [ AgentPlatforms
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anieti) N B
© BRKI@sarka | S—r

RMAGsarka 1
di@sarica 1099,
ans@sarka
B BRopsae |

RY-REFD
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4

INAgRND (ut 235 )
I
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L
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Figure 3.19 (a) Currents and Control Signals (lesbhges between Agents
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AWINDOWS\System32\cmd. exe

C:N\jignesh~FSU\restoration>java jade.Boot BRKi:fsu_project.Breakerfigent{(l 1 2688
1 BRKZ)> BRK2:fsu_project.BreakerfAgent(2 1 288 1 BRK3> BRK3:fsu_project.BreakerfAg

ent(3 1 208 B>
This_is JADE 3.2 — 20084/87-26 13:41:85
downloaded in Open Source, under LGPL restrictions.
at http://jade.cselt.it/

http://sarika:?778/acc
figent container Main—ContainerBJADE-IMIP:/rsarika is ready.
fgent BRK1 started.
figent BRK2 started.
Agent BRK3 starte
's neighbor 1 :{ agent—identifier :-name BRK2Bsarika:18%99-JADE >

BRK2’ s neighbor 1 dis :{ agent—identifier :name BRK3Psarika:18%%/JADE

Agent BREK1 has seen the fault

Message ——>Did_U_See_Fault{-——has been sent by Agent BRHKi
Agent BRK2 has seen the fault

Message ——>Did_U_See_Fault{———has been sent by Agent BRK2

Got gquery From Agent BRK1Psarika:18%%?/JADE that Did_U_8See_Fault
Got guevry from ngnt BREZ2RPzarika:189%/JADE that Did_U_See_Fault
Reply from BRK2 is YES

Agent BRRZEga11ka 1892-JADE has seen the fault or not?

Reply from BRK3

fAgent BRK3Ega}1ka 1822 -JADE has seen the fault or not?
RgentBRRZEﬂallka 1892-JADE has requested to OPEN bhreakew

fgent BRK2 is taking necessary action

Figure 3.20 Snapshot of Command Window

3.7 Conclusions

49

This chapter formulates the restoration problemhera@tically and proposes and

implements a MAS solution. The MAS was developedVIATLAB, and the power

system was simulated in VTB. A MATLAB-VTB co-simtilan was achieved to

implement the actions of agents in the power syst€he development of MAS in

MATLAB had some drawbacks, and hence JADE was tny&®d as a probable

solution. Fault isolation was achieved using ageeteeloped in JADE in this chapter.

Chapter 4 shows the restoration using the MAS apesl in JADE. Chapter 5 includes

DG in the system and achieves load shedding totmaithe island formed as a result of

fault isolation.
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CHAPTER IV

RESTORATION USING MULTI-AGENT SYSTEM

4.1  Introduction

In this chapter the VTB simulation schematic isltfor the test cases. The
schematic displays the loads, generations, impedanoeasuring devices, RPCs and
controls. To reduce the number of blocks, hieraalhientities were built. The
hierarchical entity constitutes the blocks formimg subsystem. This hierarchical
representation also aids the visualization of eglatlements as one entity. Apart from
simulation entities, software entities called agealso need to be developed. Three types
of agents—Switch Agent (SA), Generator Agent (GA)dalLoad Agent (LA)—are
developed for the restoration. An agent can be ddufedeleted in runtime without
affecting the entire architecture. Thus, agentsvarg flexible; this flexibility facilitates
the desired performance. Multiple SAs, LAs and &&sur in the restoration package.
The majority of the work each agent does is embediddehaviors, which are methods
that tell the agent how to react in a particulduagion. Several behaviors have been
developed for each agent. The implementation ofb#teavior is not the same for every
agent of that type. The behaviors are extensionthefstandard behavior classes of
JADE. The test systems demonstrate that each agantespond to the specific system

conditions prevailing at that instant to achieve desired goal.
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The knowledge is not concentrated on one agentpaadigent cannot make the decision

in its entirety. The decision is collectively takbg a group of agents forming Multi-
Agent System (MAS). Restoration strategies mushghaas the loading changes. This
change of strategies is not possible in a cengdligolution. For making real-time
decisions, the intelligence needs to be embeddatieatomponent level. Agents can
adapt to the changing environment. The developnoérdgents, as described in this
chapter, first identifies the type of agents, thirikaute initializations, then the
conversations, the conversation language and yitladl implementation. The results of a
restoration with developed MAS show the informatiexchange between agents is

restricted essential data resulting in a quick efffidient solution.

4.2 Hierarchical Models

Several hierarchical models were built in VTB ier to simplify the schematic
because of its complexity due to larger system. #zhierarchical model helps to keep
related elements together and divides the systémlagers. Several hierarchical entities

were built, namely:

4.2.1 Three-Phase Current Measurement

This hierarchy was built using a Current Controliditage Source (CCVS)
block in VTB, as VTB has no rms current measurem@atVS converts the currents into
rms voltage (representative of current as the géithe block is set to unity). Agents
access these currents through the RPC. In Figlteht RPC identity is set as 801-803

for independent current measurement of three phafs€#\s to calculate the remaining
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capacity of the generator from the given maximurpacgy. If, more than one GA is

present in the system, then RPC ID can be increas@d1-903, 1001-1003 and so forth.
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Figure 4.1 Hierarchical Model of Three-Phase QurMeasurement with Icon

4.2.2 Three-Phase Current Measurement with Coratiodd! Switch

Apart from the three-phase current measuremeswyii@h controlled by signals

from the RPC is used. A graphical display of an RiRfbal is set as viewable through the

signal port outside of the hierarchical entity. Higure 4.2, the RPC identity is set as 1

for the controllable switch of SAs to control thmtas of the switch. RPC identities of

11-13 are used by the SA to detect the currentrusdoieormal conditions in order to start

communications. If, more than one SA is presenthm system, the RPC ID can be

increased to 2 and 21-23, 3 and 31-33, and so.forth
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Figure 4.2 Hierarchical Model of Three-Phase QurMeasurement with Controllable
Switch with Icon

4.2.3 Three-Phase Current and Voltage Measuremght@ontrollable Switch

Apart from the three-phase current measurements amdrollable switch,
voltages are obtained by the LAs using the rmsageltmeasurement through the RPC. In
Figure 4.3, the RPC identity is set as 110 foratwetrollable switch of LAs to supply or
shed the load. RPC identities of 114-116 corresgomdeasurements of currents flowing

into the load; identities of 117-119 correspondnieasurements of voltages at the
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terminals of the load. If, more than one load agemresent in the system, then RPC ID

can be increased to 120, 124-126 and 127-129,1133B136 and 137-139 and so forth.
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Figure 4.3 Hierarchical Model of Three-Phase Gureand Voltage Measurement with
Controllable Switch with Icon

4.3  Agent Algorithms
Three types of agents are in the proposed multiagyesstem: SAs, LAs and GAs.
The agents only communicate with neighboring agefite actual work that an agent

does is carried out in behaviors. This section wless the algorithmic flow of the

different agents developed.
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4.3.1 Switch Agent

Switch Agent is first initialized as:
SA (ID, Status, Rated Current, NumDnSWNeighborsDisWNeighbors,
NumUpSWNeighbors/NumUpGenNeighbors, ID_UpSWNeighbotUpGenNeighbors,
NumDnLoadNeighbors, ID_DnLoadNeighbors, NumUpLoagiNeors,
ID_UpLoadNeighbors, Priority)
where,
ID: Agent Identification Number
Status: Open/Close
Rated Current: Maximum current
NumDnSWNeighbors: Number of downstream switch nedgh
ID_DnSWNeighbors: Agent Identification Number ofvdtstream switch neighbors
NumUpSWNeighbors/NumUpGenNeighbors: Number of @astr switch/generator
neighbors
ID_UpSWNeighbors/ID_UpGenNeighbors: Agent Identifion Number of upstream
switch/generator neighbors
NumDnLoadNeighbors: Number of downstream load rzogh
ID_DnlLoadNeighbors: Agent Identification Numberdufwnstream load neighbors
NumUpLoadNeighbors: Number of upstream load neighbo
ID_UpLoadNeighbors: Agent Identification Numberugfstream load neighbors

The SA receives the measured voltages and curaedt€hecks for over-current.

If, it detects over current, it sends a messageeighboring agents for fault isolation.
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After the fault is isolated, if there are loadstthee left unsupplied then LAs start the

restoration process. The SAs receive this reswmrajuery, and they communicate with

other agents to find a restoration path. If the benof available restoration paths is more

than one, then the best path is chosen based bpdrest available capacity value. If the

available capacity is greater than the de-energiaads, then the SA sends a “close”

message to the LA. If the available capacity is lk&n the de-energized loads, then the

SA sends an “open” message to the LA. Figures d4di4a5 show the flowchart and

algorithmic flow for a single SA.

Initialize Parameters A
Oy
Fanlt Condition ?
¥ES

Find neighhoring loads for shedding
according to lowest Prioxity

Send signal to LoadAgent
for shedding and forward

Find Location of Fault remaining ATC to neighbors

nd Send Sigmals to
neighbors for isolation

Aecept
Restoration Path

Answer Request - No
Restoration Path

Max. ATC > Loading
(VitalMon-Vital) (Received
from neighboring LoadAgent)

Figure 4.4 Flow Chart - Single Switch Agent
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ALGORITHM for Switch Agent (SWAgent)

Setup()

Initialize all parameters

Set Agents INs, Nus and Na

Nps: Number of Downstream Agents

Nys: Number of Upstream Agents

Nia: Number of Load Agents

FaultCount(rpcIDA, rpcIDB, rpcIDC)
Read Data
CurrentPhase&- getAPhasel (ID)
CurrentPhase® getBPhasel (ID)
CurrentPhase&- getCPhasel (ID)
VoltagetPhase& getAPhaseV (ID)
VoltagePhaseB¢ getBPhaseV (ID)
VoltagePhaseG< getCPhaseV (ID)

Data Analyze;
Data Storing;

FaultQueryBehavior
CurrentPhase= faultcount(recIDA, rpclDB, rpcIDC)
if (CurrentPhase>5*RatedCurrent) //
{SendMsg (Ns+Nps, QUERY_REF, FAULT)
FaultReceiveReplyBehavior

getMsg(QUERY_REF, FAULT)
replyMsg(content)//content YES or NO

FaultActionBehavior
if (content=="NO”")
SendMsg (Sender, PROPOSE, FAULT, “OPEN") //
Soapset (rpcID,VALUE) //Fault Isolation
FaultReceiveActionBehavior
getMsg(PROPOSE, FAULT)
if (content=="OPEN") {
Soapset (rpclD,VALUE) //Fault Isolation }
Agent.addBehaviouRreRestoreBehavipr

PreRestoreBehavior

SendMsg (Ns+ NLa, REQUEST, PRERESTORE)
PreRestoreForwardBehavior

getMsg (REQUEST, PRERESTORE)
if (SWPriority == 0)

ContinueReceiveRestoreBehavior
getMsg (REQUEST, RESTORE) PreFaultLoading, Sjatus

if (SWPriority == 1 && NC){
wait and receive all Msgs
Request_Queué (AID, PreFaultLoading, Status )
SendMsg(INa+Nps, REQUEST, RESTORE, Request_Queue)}
elseif (SWPriority == 0 && NC)
SendMsg(lNs, QUERY, LOADING)
elseif (SWPriority ==2 && NC)
Wait to Receive Msgs from Load if Present
Request_Queue Quege(AID, PreFaultLoading, Status )
SendMsg(hMa+Nps, REQUEST, RESTORE, Request_Queue)
else //NO
getMsg(REQUEST, RESTORE, Request_Queue)
SendMsg(Ns+Npst AIDMsg , QUERY, ATC)
ATCQueryBehavior

getMsg(QUERY, ATC)
SendMsg(Ns, QUERY, ATC)

ATClInformBehavior

getMsg(INFORM, ATC, ATCValue)
if (SW NO){

SendMsg(Ns+Nps-AIDMsg, INFORM, Aval_ATC, ATCValue)}
else{

SendMsg(lNs, INFORM, ATC, ATCValue)}

ATCReceiveBehavior

if (SWPriority == 1){
getMsg(INFORM, Aval_ATC, ATCValue)
if (PreFaultViltalLoad Exist){
Supply = Aval_ATC — PreFaultLoading(self_Viltal

if(Supply > 0)

SendMsg((AIDPreFaultLoad (Vital, INFORM, Av#iTC, ATCValue, Supply)}
Supply_1 = Aval_ATC - PreFaultLoading(Viltal) +efFaultLoading(Self);
if(Supply_1 > 0)

SendMsg((AIDPreFaultLoad(self), INFORM, Aval_&TATCValue, Supply_1)
Suppy_2 = Aval_ATC — PreFaultLoading(all)
if(Supply_2 > 0)

SendMsg((Ns, INFORM, Aval_ATC, ATCValue)}

if (SWPriority == 0){
getMsg(INFORM, Aval_ATC, ATCValue, Supply)
if (Multiple ATC Received)
Choose Best ATC
if (supply <= 0)
Soapset (rpciD,VALUE)}

if (SWPriority == 2){
getMsg(INFORM, Aval_ATC, ATCValue)
if (Multiple ATC Received)
Choose Best ATC
Supply = AvalATC — PreFaultLoadign(Vital)
if(Supply > 0){
if((Aval_ATC — PreFaultLoading(self)) > 0)
SendMsg(INFORM, Aval_ATC, Supply)
else
Soapset (rpcID,VALUE)}}

Figure 4.5 Algorithm for Switch Agent
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4.3.2 Load Agent

The load Agent is first initialized as:
LA (ID, Priority, NumDnSWNeighbors, ID_DnSWNeighhor
NumUpSWNeighbors/NumUpGenNeighbors, ID_UpSWNeighboDnSWNeighbors)
where,
Priority: Vital/Non-Vital and other parameters @@mne as SA.

The LA receives measured voltages and currentsitahecks for loss of voltage.
If it detects loss of voltage, it sends messageetghboring switch agents for restoration.
If it receives several replies to the restoratioerg, then it selects the one with maximum
available capacity. If it receives a load-sheddieguest, then it sends “open” to itself.

Figures 4.6 and 4.7 show the flowchart and algori¢hflow of a single LA.

4.3.3 Generator Agent
Generator Agent is first initialized as:
GA (ID, Capacity, NumDnSWNeighbors /NumDnLoadNeghb
ID_DnSWNeighbors/ID_DnLoadNeighbors)
where
Capacity: Maximum rated capacity of the generatal the other parameters are same as
SA.
The GA gets measured voltages and currents andlagds the remaining capacity after

receiving the restoration request.
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Figure 4.6 Flow Chart - Single Load Agent
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ALGORITHM for Load Agent (Load
Agent)

Setup()

Initialize all parameters

Set Agents lNs and Ns

Nps: Number of Downstream Agents
Nus: Number of Upstream Agents
bestATC = max;

bestDist = max;

bestATCOffer = NullMsg;

PreFaultLoading()

Read Data

CurrentPhaseA& getAPhasel (ID)
CurrentPhase® getBPhasel (ID)
CurrentPhase& getCPhasel (ID)

VoltagetPhaseA- getAPhaseV (ID)
VoltagePhaseB< getBPhaseV (ID)
VoltagePhase- getCPhaselV (ID)

Data Storing;
RestorationStartBehavior

getMsg (REQUEST, PRERESTORE)

SendMsg (Ns, REQUEST, RESTORE
PRE_FAULT LOADING, Vital/Non-
Vital Status)

ReceiveContinueReceiveRestoreStartB
avior

getMsg (REQUEST, RESTORE)
SendMSg (NS+NLA, REQUEST,
RESTORE, PreFaultLoading, Status)

ATClInformBehavior

getMsg(QUERY, ATC)
SendMsg (Ns, QUERY, ATC)

ATCInformReceiveBehavior

getMsg(INFORM, ATC)
Receive Msg
if (offer > bestATC)
bestATC = offer;
bestATCOffer = Msg;
bestDistCost = offerDist;
esleif (offer == bestATC)
if (offerDist < bestDistCost)
bestATC = offer;
bestDistCost = offerDist;
end
end
CheckList and Find Minimum Loading,
Vital/Non-Vital Loading

if (bestATC — VitalLoading —
PreFaultLoading(self) > 1)
Available to UpStream Unserved Load
bestATC = bestATC — PreFaultLoading
SendMsg (Ns, INFORM, ATC,
bestATC)
eslseif (bestATC — VitalLoading > 1)
SendMsg ( Self, LoadShedding)
SendMsg (Ns, INFORM, ATC,
bestATC)
end

ehif (MinLoading < ATC <
PreFaultLoading(self) OR MinLoading <
ATC < Vital/Non-VitalLoadingInList)
SendMsg (Ns, INFORM, ATC,
bestATC)
SendMsg ( Self, LoadShedding)
end

Figure 4.7  Algorithm for Load Agent
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4.4  Agent Development

An agent has several behaviors in which the tasksist perform are embedded.
Analyzing the concepts involved in restoration k&l the behavior architecture. Table
4.1 shows the short description of behaviors aasediwith different agents. A detailed
description of behaviors, responsible for restoratand load shedding if necessary,

associated with each agent is as below.

4.4.1 Switch Agent

1. SWRestoreBehavior: This behavior correspondstep-l in Figure 4.8. The agent
receives a message with performative “QUERY_REF’d a@onversation ID
“RESTORE.” This message is extracted and savego#dzing the content as type,
name, status and loading. Type denotes whethem#ssage is from a load agent or a
switch agent, name denotes the unique agent idetitn; status refers to critical/vital or

non-critical/non-vital, and loading is the pre-falolading. The status of the received -
RESTORE): Step |
e
-
Source-1 L1 L2 L3
BACKWARD PROPAGATION (PROPOSE,
no i
W
ATC): Step llI

SR
) ‘
Source-2 L4 L5 L6

BACKWARD PROPAGATION (QUERY_REF,
ATC): Step Il

Figure 4.8 Messages Flow for Restoration betwefierent Agents
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2

Table 4.1. Description of Behaviors associatedh Wigents for Restoration without
DG
Agents Behaviors Receive Message Send MessagelSigna Description
SWRestore| - performative - performative Receives message from
“QUERY_REF” “QUERY_REF” and either load agent or
and conversation ID conversation ID “RESTORE"| switch agent and save
“RESTORE” - performative the message content in
“QUERY_REF” and predefined format
conversation ID “ATC”
SWATC - performative - performative Saves sender’s unique
Switch Forward | “QUERY_REF” “QUERY_REF” and agent ID and forwards
Agent and conversation ID| conversation ID “ATC” the message
“ATC”
SWATC | - performative - performative “INFORM" Receives the message
Inform “INFORM” and and conversation ID “ATC” | from either generator
conversation ID - performative “PROPOSE” | agent or switch agent
“AVAILATC” agent who asked for
ATC
SWAvail | - performative - performative “PROPOSE” | Does load shedding,
ATC “PROPOSE” and | and conversation ID load allocation, best
conversation ID “ATCREPLY” ATC selection
"AVAILATC? - performative “PROPOSE”
and conversation 1D
“AVAILATC”
SWAVvail | - performative - Send OPEN/CLOSE signalg Sends CLOSE/OPEN
ATCAction | “PROPOSE” and | to itself signal when content of
conversation 1D the received message fis
“ATCREPLY” ACCEPT/DECLINE
Load - - performative Detects the loss of
Restoration “QUERY_REF” and voltage and send
conversation ID “RESTORE”| message with pre-fault
Load Start :
Agent loading and
9 critical/non-critical
status of load
LoadAvail | - performative - performative “PROPOSE” | Sends CLOSE/OPEN
ATCAction | “PROPOSE” and | and conversation ID signal when content of
conversation ID “ATCREPLY” the received message |is
“AVAILATC” - Send OPEN/CLOSE signalg ACCEPT/DECLINE.
to itself Does best ATC
selection when needeq
Generator | GenATCInf | - performative - performative “INFORM” Calculates its
Agent orm “QUERY_REF” and conversation ID “ATC” | remaining ATC from

and conversation 1D
“ATC”

the current loading
given maximum
capacity
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message can be “T”, which denotes the total loadinthe switch that includes all its

downstream loading including critical/vital and renitical/non-vital. If there is already a
saved message with status critical/vital of the esagent (that sent the message with
status “T”), then this total loading is subtractiedm the critical/vital loading and the
remaining loading is saved with status non-critioah-vital. Critical/Vital loading and
non-critical/non-vital loading are separately saeed sorted in ascending order of their
loading. A flag is assigned in case multiple st occur at a node. The flag is set to
one if no generator is present at the far end efféeder containing the switch. More
specifically, the switch with flag one sends thessage with status “T”. An action is
taken according to:

a. An agent with a normally closed switch, with flagra, which has not sent the
guery even once, changes the type and name ofdéksage content and forwards
this message regardless of whether the status efntessage received is
critical/vital or non-critical/non-vital. This meage is forwarded to downstream
switch neighbors if it received the message fromtngam switch neighbors and
vice versa.

b. An agent with a normally closed switch, with flagro, and which has sent the
guery at least once changes the type and nameeoiméssage content and
forwards this message in case the status of theagegeceived is critical/vital.
This message is forwarded to downstream switchhieigs if it has received the
message from upstream switch neighbors and vicgavém case of non-critical/

non-vital status, the message is only saved asibdedan (1) above.
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c. An agent with a normally closed switch, with flagep and which has not sent the

guery even once changes the type, name, statu¥ &1’ loading of the message
content if the message received has non-criticalintal status, before the
message is sent. If, the message received hasalbiitial status, then apart from
the total loading message, it also sends a ciatal loading message that it
received after changing the type and name. In etthse, the message is sent to
downstream switch neighbors if it has received @mgssrom upstream switch
neighbors and vice versa.

d. An agent with a normally closed switch, with flagep and which has sent the
guery at least once changes the type and nameeom#ssage content before
sending, if the received message has critical/atatlus. The message is sent to
downstream switch neighbors if it has received asage from upstream switch
neighbors and vice versa. In case of non-critical/wital status, the message is
only saved as described in (1) above.

e. An agent with a normally open switch which has sent the query even once
changes the message content to ATC (Available Tea@apacity) and forwards
this message changing the conversation ID to “AT€jardless of whether the
status of the message received is critical/vitalnon-critical/non-vital. This
message is forwarded after some delay to downstssétoh neighbors if it has
received message from upstream switch neighborsvared versa. This delay
ensures the receiving of other restore queries.ufigue agent identifier for this

agent is stored.
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f. An agent with a normally open switch, which hastdée query at least once,

saves the message as described in (1) above regmaflwhether the status of the

message received is critical/vital or non-critinalt-vital.
2. SWATCForwardBehavior: This behavior correspomadsStep-Il in Figure 4.8. It
receives messages with performative “QUERY_REF” @adiversation ID “ATC” and
takes no action when the switch agent has flagosehe. In the case of a switch agent
with flag set to zero, it stores the unique agdantifier of the sender of the message and
forwards to downstream switch neighbors and geoenagighbors if it has received
message from upstream switch neighbors and vigaver
3. SWATCInformBehavior: This behavior corresponds Step-lll in Figure 4.8. It
receives messages with performative “INFORM” andnéapsation ID “ATC.” This
agent forwards the message to the agents stor8wil\T CForwardBehavior only when
it is not the agent stored in SWRestoreBehaviontp(e); otherwise, the message is
forwarded with conversation ID “AVAILATC”, perfornive “PROPOSE” and content
as ATC and remainingATC to the agents stored in 8%¥bteBehavior. For an agent
with a normally open switch, remainingATC is sarseAd C.
4. SWAvailATCBehavior: This behavior corresponds $tep-IV in Figure 4.8. It
receives a message with performative “PROPOSE"Gumaversation ID “AVAILATC.”
This message is extracted and saved, categorizimg dontent as ATC and
remainingATC. Whenever the switch agent receiveAB@ better than the previous one,
it sends a message with content decline and ccatv@nsID “ATCREPLY” to the

previous one and stores the message of the agdrgetht the better ATC. The content of
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this stored message is ATC and remaining ATC. TEmaining ATC is also saved as

supplied ATC. After receiving messages from all tfmsvnstream agents, the following
steps are performed:

a. If the remaining ATC is zero then the switch agegitds an open signal to itself;
otherwise, it performs steps (b)-(e).

b. Starting with the first entry in the critical/vithbading saved in (1) above, it is
checked if the remaining ATC is greater than arntyyerf it is/is not and the load
is the switch’s own load, then it sends a messatieawntent “close”/“open” and
supplied ATC. The remaining ATC is now updated, thie remaining ATC is/is
not greater than any entry and the load is notsthigch’'s own load, then the
loading and name is saved/not saved in ForwardAT @® loading is added to
ForwardATC corresponding to the name of that agethie name already exists.
The remainingATC is now updated.

c. Starting with the first entry in the non-criticabimvital loading saved in (1)
above, it is checked if the remaining ATC is gredit@n any entry. If it is/is not
and the load is switch’s own load then it sends sage with content
“close”/“open” and supplied ATC. The remaining AT€ now updated. If
remaining ATC is/is not greater than any entry #mel load is not the switch’s
own load, then the loading and name is saved asafdATC/UnsuppliedLoad or
the loading is added to ForwardATC/UnsuppliedLoad&sponding to the name

of that agent if the name already exists. The ramgiATC is now updated.
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d. If there is still some remainingATC, then the unsligl load list is searched for a

switch with its flag set to one, i.e., a switch ttheas sent total loading, and
remainingATC is added to the ForwardATC correspogdio this agent name.
The total loading is preferred because the othetckes send only the loading
received by their neighboring load agent. If noopty switch occurs in the
unsupplied load list, then remainingATC is added ttee ForwardATC,
corresponding to the agent name of any other @ftitye unsupplied load list.
e. After steps (a)-(d) are completed, a message istsegach agent name saved in

ForwardATC with content suppliedATC and the valaeesl in ForwardATC.

5. SWAVvailATCActionBehavior: This behavior also oesponds to Step-1V in Figure

4.8. It receives message with performative “PROPOSIEEd Conversation ID

“ATCREPLY.” The agent sends a “close”/“open” sigiiathe content is accept/decline,

but a normally open switch closes after some tiglaydto ensure load shedding to avoid

overloading.

4.4.2 Load Agent

1. LoadRestorationStartBehavior: This behavior esponds to Step-1 in Figure 4.8. It
sends a message with performative “QUERY_REF,” @osation ID “"RESTORE” and
content as load status (critical/vital or non-catinon-vital) and pre-fault loading, when
the load agent detects loss of voltage.

2. LoadAvailATCActionBehavior: This behavior corpesds to Step-1V in Figure 4.8. It
receives message with performative “PROPOSE” anav@wsation ID “AVAILATC.”

This message is extracted and saved, categorizmgy dontent as action and
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remainingATC. In case the load agent receivesrti@ssage from multiple switch agents,

and if the ATC is better than the previous oneeihds a message with content decline
changing the conversation ID “ATCREPLY” to the pias one and stores the message
of the agent that sent the better ATC. The condérhis stored message is action and
remainingATC. After receiving messages from all dosvnstream switch agents the load

agent sends an “open’/“close” signal if the aci®decline/accept.

4.4.3 Generator Agent

GenATClInformBehavior: This behavior receives a ragss with performative
“QUERY_REF” and Conversation ID “ATC.” It calculatdts remaining capacity by
subtracting the current loading from the maximurpagaty. In reply to this query, it

sends a message with performative “INFORM” and eéohtemaining capacity.

4.5 Results

A power system test case was constructed in VTBap@mn 3 described the
detection of a fault and restoration using a MATLABent environment. This section
focuses on restoration using JADE for developirgrttulti-agent framework. The agents
only communicate with neighboring agents. The MASeisted on a system without DG
for restoration of loads after the fault isolatidrhe high priority of critical/vital loads
must be considered during restoration. In the ame diagram of all the test cases load

breakers are not shown for simplicity.
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Generator Agents — 02
Switch Agents - 07
Load Agents - 03
Total Agents - 12

s1 S2) s3 S4| S5 s6 | S7 ‘ :
Source-1 \l‘!l D_l% Source-2
L1 L2 L3

Figure 4.9 Distribution Network |

4.5.1 Test System |

The system in Figure 4.9 is a 5-node system with generators and three loads;
Load 2 is critical/vital, and Loads 1 and 3 are Hedtical/non-vital. The rating of each
load is 8.5 Amps/phase, and the generators in thdehare ideal voltage sources with a
positive sequence L-N rms as 120 Volts. The cahles100 meters in length. In the
simulation, fault 1 occurs at 0.1 seconds. Figud® &hows the VTB schematic. The

initialization of the MAS is shown in Appendix A.1.
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Figure 4.10 VTB Schematic of Distribution Netwoerk

This system is comprised of two generator ageetgrs switch agents and three

load agents. The initialization of one agent ofregenerator, load and switch is as:
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- GA (ID, Capacity, NumDnSWNeighbors /NumDnLoadMsigs,

ID_DnSWNeighbors/ID_DnLoadNeighbors)

G1: GA(8 100 2 S1 L1)

- LA (ID, Priority (Vital/Non-Vital), NumDnSWNeigbils, ID_DnSWNeighbors,
NumUpSWNeighbors/NumUpGenNeighbors,
ID_UpSWNeighbors/ID_DnSWNeighbors)

L2: LA(110V1S31S2)

- SA (ID, Status (Open (1)/Closed (0)), Rated QurrlumDnSWNeighbors,
ID_DnSWNeighbors, NumUpSWNeighbors/NumUpGenNeighbo
ID_UpSWNeighbors/ID_UpGenNeighbors, NumDnLoadNeaghb
ID_DnLoadNeighbors, NumUpLoadNeighbors, ID_UpLoaidNBors, Priority)
S2:SA(211001S31S111L20)

As seen, G1 has two neighbors, L2 has one dowmstr@ad one upstream
neighbor with status vital, S2 has one downstreaiitics neighbor and one upstream
switch neighbor along with one downstream load Imeog and no priority. After the
isolation of the fault, Loads 2 and 3 are de-erx&a)i This action leads to asynchronous
messages with performative “QUERY_REF” and conwessadD “RESTORE” from L2
(Load Agent 2)-S3 (Switch Agent 3). The contenttluf message is “LLA2 V36.10”
where “L” indicates message is sent by Load Aglm#t2” is the name of this agent, “V”
indicates the vital status and “36.10” is the meHf loading. Similar message is sent
from L3-S5. The critical/vital loading informatiois passed from S3-S7 as shown in

Messages 5-8 in Figure 4.11. The content of thesages sent from S3-S4 is “SSW3
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V36.10” where “S” indicates message is sent by 8wigent, “SW3” is the name of this

agent, “V” indicates the vital status of the loaglieceived by this agent and “36.10" is
the pre-fault loading received by this agent. Mges@&in Figure 4.11 is not forwarded to
downstream switch agents, because S5 has alreadgrtted vital loading which saves
communication. S7 changes the conversation ID t6CAand sends a message to G2
(Generator Agent 2) as shown in Message 10 in Eigérll. G2 changes the
performative to “INFORM” and passes its remainirggacity “40.0” to S7 as shown in
Message 11. S7, which is normally open, changepé¢hrmative to “PROPOSE” and
conversation ID to “AVAILATC”. The content of the essage is “40.0 40.0” which
indicates the available capacity received by thetc®wAgent and the capacity it can
supply to the respective Load Agent. S6 sends “ABRTHo S7 to indicate acceptance of
the capacity. Similarly messages are passed froi@855&nd S5-S4. S5 has the knowledge
of vital Load 2 “36.10” due to Message 6. Since ¢hpacity “40.0” is enough to supply
only vital Load 2 and not Load 3 which is non-vjt8b sends “OPEN” to L3. S3 sends
“CLOSE” to L2 since the capacity received “40.0"esough to supply L2. Figure 4.12
shows that Load 2 is restored in 0.3 seconds, macating a delay for physical
constraints, and the current of Generator 2 isei®ed to 8.5 Amps. Figure 4.12 shows

that the status of Switch 7 is set to “close” awad. 3 is shed.
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Gl S1 S2S3 S4 S5 S6 S7 L1 L2 L3 G2
DID_U_SEE_FAULT

1 =

NO
2 -——
. DPEN
. P LLAZ V36.10
5 —» SSW3V36.10
6 —» SSW4 V36.10
7 —»  SSW5V36.10
8 —» SSW6 V36.10
9 LLA3 N36.01

ATC

10 »
1 - 40.0
12 -+— 40.040.0
13 ACCEPT —»
14 -t+— 40.0 40.0
15 ACCEPT—»
1 OPEN|40.0
17 - ACCEPT
18 ~4— 40.0 40.C
19 ACCEPT—®
20 -4— 40.040.0
21 ACCEPT—»
» CLOSE 40.0 _
2 - ACCEPT

Figure 4.11 Trace of Messages between AgentsddraPService Restoration

.. Curreni_Load1 | _ DI1S1_Input ‘;”E”z‘

Current_Loadt ||| B DIS1_Input
[11| = =Current, Load? ;- 1-
—— C'urr?x_f%[‘n’égﬁ is &

L A nnhAay
F‘hasEJ’}J&é?’rin* 2

N7 N2 N3 nas Hﬂ‘ nas .

Figure 4.12 Currents: Load 1, Load 2 and LoadI$L3: Load 3 Control Signal, DIS2:
Switch 2 control signal, DIS1: Switch 1 Control &, DIS7: Switch 7
Control Signal, Generator 2 Phase A Current, GéoelaPhase A Current
(starting with upper left corner and reading coluwise)
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4.5.2 Test System Il

Distribution networks as shown in Figure 4.13 weoasidered. The system is a
14-node system with two generators and ten loads loads 2, 10, 7 and 12 being
critical/vital, and Loads 1, 3, 4, 5, 6, 8, 9 arldldeing non-critical/non-vital. The rating
of each load is 12 Amps/phase with other parameaitithe system the same as test
system I. Figure 4.14 shows the VTB schematic efdistem. Switch 34 is a normally
open switch, and the rest are normally closed. imiti@alization of the MAS is shown in

Appendix A.2.

Source-1 Source-2
G1
Generator Agents — 02 G2
Switch Agents - 25
Load Agents - 12
Total Agents -39
+ S10 + 522
L1 Fl L7
S11 S23
T si6 ] s12 ] so4 + ] s28
L2 L8
S17 S13 525 S29
S18 Eﬁ Si4 ; S26 ; S30
L4 L3 L9 L10
S19 s31
$20 % $32
L5 ] si5 ] s27 L1
S21 S33
L

-
-
(=2}
n
w
=
-
-
.
N

Figure 4.13 Distribution Network-II
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A. Complete Service Restoration

To demonstrate complete service restoration, d féulas shown in Figure 4.13,
occurs in the simulation at 0.1 seconds. The capa€tieach of the Sources 1 and 2 is
550 A. Chapter 3 gives the details of detection ianthtion of faults. After isolation of
the fault by opening Switches 10 and 11, Loadsa?e6de-energized. This action leads to
asynchronous messages with performative “QUERY_RE&d conversationID
“RESTORE” from L2 (Load Agent 2)-S3 (Switch Agent, 83-S5, L4-S8, L5-S10 and
L6-S12. The critical/vital loading information isgsed from S21-S34 and from S12-S34,

as shown in Messages 5-15 and Messages 20-23ureHdL5.

=533 s32  s3l S30 S29
’7 @l-—lml .@ et @.—lml—l@ % @
4 = E-.:ﬁk' = = A
e _.-_:-_ ) L10 sf; ﬁ-—.ED
L2 i i B sz Gl s23 y s24  S25 S26 s27
g G @E%':% i @::h:&:@'ﬂT Hpihei i
: - By
-
s21 520 S19 s18  s17
I 63._.%-:%. .@-%-@:::m:-.@ E @._. s34
mEE - o aen  Lm i =11 . /——I ;E@E
.ﬁ;) - '[:32) ] = .
L6 i L5 g"g'%' s10 [ 4 US @11 1€, S13 s14 s15%
= Y @..@:HE.@ DRI ES..%‘:‘%:EB-:*T P e

IE] L_IE] - | | “
Ay e e -
: L2 ’; ' @

l

lll III

iii Lo 351

" La L3 "iJ
I

Figure 4.14 VTB Schematic of Distribution Netwdrk
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Message 19 in Figure 4.15 is not forwarded to déreas switch agents, because
the S14 has already forwarded the vital loadingjctvhsaves communication. S34
changes the conversationID to “ATC” and sends asagssto G2 (Generator Agent 2), as
shown in Messages 24-30 in Figure 4.15. G2 chatigeperformative to “INFORM”
and passes its remaining capacity to S34, as shmWMessages 31-37. S34 changes the
performative to “PROPOSE” and conversationID to “AVATC,” and Loads 2-6 are
restored, since the remaining capacity of G2 isughdo supply these loads, as shown in
Messages 38-67 in Figure 4.15. Figure 4.16 shoaslthads 5 and 6 are restored in
0.037 seconds, not considering any physical timaydand the current of Source 2 is
increased from 67A to 116A. Figure 4.17 shows that status of Switch 34 is set to
“close” (“1” indicates “close”, whereas “2” indiazg “open”) and Loads 2, 3 and 4 are

also restored.
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G1 S10 S11S12 S13S14 S15S16 S17 S18 S19 S20 S21 S22 S23 S24 S25 S26 S27 S34 L1 L2 L3 L4 L5 IG2
.t DID_U_SEE FAULT

) NO
5 OPEN

LLAG6 V33.83

-
SSW20 Vi33.8
o

7 SSW19 V33.8

SSWw18 V33.

-
9 SSWL7 V35.30

6 V35.30

w

A

5
17
7]
2
=

“ ss
o LLA4 N34.46
35.30

=
N
<
W
w
@
S

=
1%
1%
<
=
W

14 V
15 SSW15 N33.78

1 LLA2 V33.80
SSW16 T106.78

'Y

LLA5|N35.44

LLA3 N33.78

“h

20 SSW12 V35.3
o SSW13 Vv33.80

2 SSW14,33.80

23 SSW15 Vv33.80

N

LANK
-

=
>
z
=, m

BLANK
|

BLAN
338.63

o
8

w

@

©

wlo

(]

- 33863 338.63
% ACCEPT
w0 338.63 338.63

a1 AU
42 CLOSE 338.63 -
w AGCEPT
44 338.6<373
- ACCEPT
" 304,85 304.85

- clLosE 304.85
49 ACGEPT

50 304.85 271.0
o ACCEPT

N
i
o
o
~
<
iy
(&)

52 ‘

w AccepT
o CLOSE 271.05
ACCEPT

55 gy
o 271105 236.59

o ACCEPT

58

>gf

59
o CLOSE 236.59
ACCEPT

\

61

62 23

63 -t
o 201.15/201.15

65 ACCEPT
w CLOSE 201.15
o ACCEPT

A

A

Figure 4.15 Trace of Messages between AgentsuibiSErvice Restoration
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B. Partial Service Restoration

78

The same fault, F1, as shown in Figure 4.13, wemsllsited at 0.1 seconds. The

capacity of each of the Sources 1 and 2 is 350 A.
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SSW(L8 V35.30
.
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-
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.
SSW15 V35,30
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After the isolation of the fault by opening Switeh#0 and 11, the Loads 2-6 are

de-energized. Figure 4.18 shows a trace of theagess Since the remaining capacity of
Source 2 is not enough to supply all un-restoradido Load 5 is shed because it is non-
critical/non-vital and at the far end of restoratigath. Load 6 is restored even though it
is at the farthest end of the restoration patlgesihis a critical/vital load.

Figure 4.19 shows that Load 6 is restored in 0.882bnds and Load 5 is shed.
Source 2’'s current is increased from 67A to 107@ufe 4.20 shows that Loads 2, 3 and

4 are also restored.

= Phase_A_Currenl t_G1

Figure 4.19 Source 1, Load 5, Source 2 and LoRdae A Currents (starting with
upper left corner and reading column-wise)

—
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n
oL i &

Figure 4.20 Load 2, Load 3, Load 4 Phase A Cusrant Load 5, Switch 34 Status
(starting with upper left corner and reading coluwise)
The status of the Switch 34 is set to close, aratll® status is set to open. Load 5

is shed before Switch 34 is closed, so that SoRiisenot overloaded.

4.5.3 Test System Il

The system in Figure 4.21 is a 12-node system fitin generators and eight
loads; Loads 2, 4, 6 and 8 are critical/vital, &oadds 1, 3, 5, and 7 are non-critical/non-
vital. The rating of Loads 1, 3, 5 and 7 is 12 Afmhase, and the rating of Loads 2, 4, 6
and 8 is 8 Amps/phase. Switches 20, 24, 25, 26n2[728 are normally open, and the rest
are normally closed. Figure 4.22 shows the VTB sdte& of the system. Switches 24-28

and Switch 20 are normally open switches; theaesnormally closed.
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Figure 4.22 VTB Schematic of Distribution Netwadrk
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The initialization of the MAS is shown in Appendi3.

A. Service Restoration with Selection of Best Path

For this simulation, a fault, F1, as shown in Feg4r21, was simulated at 0.1

seconds.
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The capacities of Sources 1, 2, 3 and 4 are 12@MA1 120A and 200A

respectively. After the isolation of the fault bgeming Switches 9 and 10, Load 6 is de-
energized. S15 receives “PROPOSE” and “AVAILATCbrit S24-S26, as seen in
Messages 42, 31 and 38 respectively in Figure 4628. accepts S25, as the remaining
capacity of Source 4 is the best and declines 8§84526.

Figure 4.24 shows that Load 6 is restored in 0.683onds and the current of
Source 4 is increased from 27A to 38A. Figure 4R6ws that the status of Switch 25 is

set to close, but that Switches 24 and 26 remachamged.

4.6  Complexity of MAS Development

Developing a MAS is a complex task in itself, besmit involves several agents
with behaviors, which are recursively called. FEy4.26 shows the complexity of the
developed MAS for a distribution network by UML®ask diagram. This class diagram
includes main package restoration and three kim@gents, whose classes are extended
from the Agent class of JADE. The Simple Behavilass of JADE was extended to
realize the behaviors of different agents.

JADE-VTB communication required the installation afeveral software
packages, as shown in Chapter 3. These softwakages required setting the class path
and environment variables. The development envieminfor Java, i.e. J2SDK, Java
Web Start for connections between computer, andrnet to launch and manage
applications of the web, and visual studio.net ange the web service processing
directive in the active server pages (ASP), arenadded. The net web service project

needed coordination to achieve the communicatiomenEafter all the required
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communication medium was achieved, the web seffeibed to respond. Restarting the

lIS, after new security and permission settingsenagiplied, solved this problem.

o1 '\ﬁ
SWRestoreBehavior SWAvailATCActionBehavior
ParameterException Q
- SWRestoreBehavio) +SWAVallATCActionBehavior(
! +action()
+acti i
gi:.}d On(;r(])() +ParameterExceptior] :f\iﬂjoneo
: _ SWATCFomerdBehavior \
SWAVIIATCEehavior LoadAvail ATCACtionBehavior SwitchAgent
N : 1 ~ [ [+SWATCFomwardBehavior
*SWAVAIIATCBehavior() [ +action() +LoadAvailATCActionBehavior +getMeasurement()
n+action()
+done) || [2done0 saction) fsetup)
| I +done() #soapset()
L] MV i " - #soapget()
ﬂ/ N SimpleBehavior " = "getURL)
Uy - +getArgument()
Mess DelayBehavior :
AgeTempaty » +SimpleBehavior \:L yel #DisturbanceCount() |
LA +eset() memo +InterruptCount()
L A — Z Uj
+VessageTemplate +DelayBehavior +newRandom()
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T Al handeElapsedTimeouf)  [oocPget
— | +reset() ~[FgetURL( GenAgent
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ACLMessage +action() -+newRandom()
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3 Behavior setup()

N +ACLMessage() 0
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+addReceiver() +Behavior() getURL()
+getAlReceiver() LoadRestoreBehavior +action() Argumment()
+removeReceiver +done() +Agent() L om()
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Nt +action() +onEnd() +getAlD() ] ‘}
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+action()
+done()

Figure 4.26 UML Class Diagram of Developed Multigat System

The receivers for the message need to be defindtiebyaddReceiver’” method.
It was undesirable that the message was sent tdetsieed receiver and other receivers
added previously. JADE does not allow the useridw/\or print the added receivers. This
limitation was overcome by the “removeReceiver” noet used every time after sending

the message. Since agent messaging is asynchraheusiessages are not received in
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the order they are sent. Thus, the agent is maaaitofor any action unless all replies

are received.

After successfully restoring with MAS for a smallsgem, large systems with
more than 30 agents were tested. The executidmedffAS failed via the command line
as well as by the batch file. The reason for thieifa is attributed to the command line
becoming too long, as the number of agents, ancklilgetheir arguments increased.
Windows 2000 supports only 2047 characters in tbmmoand line, either used at
command prompt or as a batch file. The agents digrded into two containers, and the
agents of the sub container were added into th@ wantainer, thereby decreasing the
command line length.

Surprisingly, the desired solution was not achiebedause the server became
busy due to heavy traffic, and the measured datales. The solution was achieved by
setting the ServerListenBacklog to unlimited indteaf its default value of 40 and

MaxEndPointConnections to unlimited by commands:

[1S5.0 ServerListenBacklog

cscript ¢:\winnt\system32\inetsrv\adminsamples\titgbs

SET w3svc/1/ServerListenBacklog 999999

1IS 5.0:

MaxEndPointConnections

cscript c:\winnt\system32\inetsrv\adminsamples\tibglis SET

w3svc/1l/MaxEndpointConnections —1
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4.7 Conclusions

This chapter investigates a MAS-based solution thiewe an intelligent
distribution system able to reconfigure and resfmyeer systems quickly. A MAS is a
result of collaboration among several agents. Thapter proposes a MAS with three
different types of agents to provide the decerteali solution to distribution system
restoration and fill the gaps of a fast and reaktresponse scheme. The flow diagram of
each type of agent is presented along with theildetdé algorithm. The agents do
exchange information and determine a feasible rmastm path. The developed
architecture is represented by the UML® class @agrThis chapter reveals that a MAS
is generalized and does not change with changsgstem topology. A successful trace
of messages shown in this chapter gives a visdaizaf the communication between
agents. The implementation of the agents has bemomukstrated using three different test
cases. The MAS features were demonstrated fordatbration, partial restoration with
load shedding, and alternative best path seleaticase of multiple paths for restoration.

The results indicate the MAS can provide a distedwsolution for restoration strategies.
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CHAPTER V

RESTORATION WITH DISTRIBUTED GENERATORS

This chapter presents restoration with a Distrid@enerator (DG) and considers
balancing the island by load shedding. Also, itsprés preliminary work on the

autonomous control of a DG.

5.1 Introduction

Agents have several types and have certain desicilalracteristics and modules,
as described in previous chapters. Modularity is ohthe characteristics of agents and
hence the generator agent, load agent and switht &ay Chapter 4 could be reused by
the addition of some behaviors discussed in thaptdr. Most of the DGs are small
capacity generators, and hence they should be gleloser to the customer/load. DGs
increase survivability by providing a continuousmeo supply to important loads and
decrease losses by reducing the power supply frarutility/source. If fault isolation
does not create an island, the restoration stegegimain the same as developed in
Chapter 4. The restoration strategy needs an adédltioad shedding scheme if the fault
isolation results in islanding. Islanding is ndiaalt scenario, so all switches in the island
are originally closed, and the DG starts overlogdmorder to supply all of the loads in
the island. Hence quick control actions are necgssa coordinate and shed the

unnecessary loads. However, in an islanding scgnéwe maximum unbalance in the isl-

88
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and can be 50% in the worst case [60]. To mitiglaite unbalance, agent mobility is also

necessary apart from its communicative, reactivé eosllaborative properties. Mobile
agents can move within the same platform from doatao container. Also, this chapter
develops methods of control where DGs compensatehi® load fluctuation of the

distribution system.

5.2  Changes in Restoration Strategy with the Introducton of DG

The scheme developed in Chapter 4 was the Rad&ibRéion Scheme (RRS);
this chapter will focus on developing Radial Reston Scheme with DG (RRSDG). The
differences in the two schemes are illustratediguife 5.1. To strengthen the discussion

above, Figure 5.2 demonstrates an example systémseweral fault scenarios.

Take Take
Measurement Measurement
(Voltage and (Voltage and
Current) Current)

Fault Fault
Condition? Condition?

De-energized Load
outside Faulted Area

4

Apply Restoration
Strategy

Employ Load
Shedding if
needed

Apply Restoration
Strategy ¢

Restore shed
loads by alternate
path if available

(@) (b)

Figure 5.1 Flow Chart for (a) RRS and (b) RRSD@&eBaes
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Figure 5.2 Single Line Diagram of Two-Generatost8yn

A. Fault at F1

After the isolation of Fault F1, as shown in Fig&t2, the normally open S6 will
close, depending on the available restoration égpacthe RRS scheme. Some of the
loads may not be restored if the available capasikyss than the total loads.

With the RRSDG scheme, a special islanding scer@sooccurred. The DG will
try to ramp up and may overload if the loadingrisager than its capacity. Therefore, to
protect the DG and maintain power balance in tlaads shedding the extra loads as soon
as possible is essential. After shedding the lo#us,island is carefully maintained,
however, there may be some shed loads. The normadlg S6 can be closed, depending

on available restoration capacity to supply theddbads.

B. Faultat F2

After the isolation of fault at F2, the utility anain generator will supply the loads

that were supplied by the DG; no switching act®necessary in the RRSDG scheme.
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5.3 Model Development

Islanding studies were done in MATLAB wusing the demfile
“power_turbine.mdl” to understand the dynamicstef generator when DG control acts
during islanding, step increase of load, and/op decrease of load. Based on the
analysis, a DG model was built using a Pl contrdtiethe level of details required for the
restoration, because the constant voltage sourcelnod VTB is not enough to simulate
these types of dynamics. Also, this model is neogskr the application of MAS to
restoration of distribution system with multiple BGA hierarchical entity for breaker,

which opens to create and island, was also built.

5.3.1 Distributed Generator Model and Validation

As Figure 5.3 (a) shows, this model employs aypé tcontroller to maintain the
constant voltage mode until it reaches its curkiemt. After the current limit is reached,
the generator works in constant current mode, keeffie current at the limiting value.
Figure 5.3 (b) shows the icon in VTB for the deys&ld model.

The one line diagram of the test system shown gurfé 5.4 (a), is used to
validate the developed model. Figure 5.4 (b) shihesVTB schematic of the test system.
The DG capacity is 2 p.u., and the rating of Loasl Q.5 p.u.

Case 1

At t = 2.5 seconds, Load 1 rises from 0.5 p.u. o6, thus the DG is overloaded

by 4 p.u.. The voltage drops from 1 p.u. to 0.3 psithe DG now operates in constant

current mode, as shown in Figure 5.5 (a).
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Figure 5.3 (a) DG Model (b) DG Icon

Figure 5.4 (a) Test System for DG Model (b) VTEh&matic of Test System for DG
Model
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Case 2

Att = 2.5 seconds, Load 1 rises from 0.5 p.u..®oflu., and the DG is within its
capacity of 2 p.u.. The increase in load does noate the DG’s capacity. Thus, as
shown in Figure 5.5b, the DG supplies the loadesurinstantaneously and the voltage

remains constant at 1 p.u.

‘ 15 — 06 e G|
i ‘ [— naite otep o]

=lox

k]

[— w0z o pe] | ]! |

(@) (b)

Figure 5.5 DG Terminal Voltage and Current (a)e&Chgb) Case 2

5.3.2 Breaker Hierarchical Entity

The Breaker Agents (BAs) obtain current by using @CVS block and real
power is obtained by voltage measurement, deldggrator, sum, multiplier and gain
blocks in VTB. Through the RPC, agents accessdhigent and real power. In Figure
5.6, the RPC identity is set as 61-62 for curreeasurement and real power. This real

power is then used to find the direction of currdmbugh the breaker. If more than one
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BA is present in the system, then the RPC ID cambeeased to 71-72, 81-82 and so

forth.

- @B,

i @_ﬁ N

. =
I}_ é

T Sl T

PiG

Figure 5.6 Hierarchical Model of Three-Phase QurMeasurement with Icon

5.4 Agents
The Breaker Agent (BA) and the Move Agent (MA) wareoduced in the MAS

to do restoration of distribution systems with DGs.

5.4.1 Breaker Agent
The BA is initialized as:
BA (ID, Status, NumMoveNeighbors, ID_MoveNeighbors)
where,
ID: Agent Identification Number
Status: Open/Close
NumMoveNeighbors: Number of moving agent neighbors

ID_MoveNeighbors: Agent Identification Number of witog agent neighbors
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The BA informs the Move Agent (MA) of the currehtdugh its terminal when it opens

up. In a power system with multiple DGs, the DGR &@ed back to the utility in light
load conditions. The BA also informs the MA abobe treal power flow through the

breaker, which is later used to find the directodnhe current.

5.4.2 Move Agent

The MA is initialized as:
MA (ID, NumGenNeighbors, ID_GenNeighbors, NumLoa&ithbors,
ID_LoadNeighbors, NumBrkNeighbors, ID_BrkNeighbors)
where,
ID: Agent Identification Number
NumGenNeighbors: Number of generator neighbors
ID_GenNeighbors: Agent Identification Number of gestor neighbors
NumLoadNeighbors: Number of load neighbors
ID_LoadNeighbors: Agent Identification Number o&atbneighbors
NumBrkNeighbors: Number of breaker neighbors

ID_BrkNeighbors: Agent Identification Number of bier neighbors

Load Agents (LAs) and Generator Agents (GAs) infoime MA about the current
loading and current generation respectively. WinenMA receives a message from BA,

it checks to see if the loads need to be shed.hgA informs the loads to be shed.
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Chapter 4 developed behaviors for SA, LA and GA. IBad shedding under an

islanded condition, behaviors were added to GA bAd Table 5.1 shows the short

description of behaviors added to LA and GA, alevith behaviors developed for BA

and MA. A detailed description of behaviors resploles for load shedding under

islanded conditions and associated with each ag@men next.

Table 5.1.

Description of Behaviors associateth Wigents for Restoration with DG

Agents

Behaviors

Receive Message

Send MessagelSigna

Description

IslandRestore

- performative “INFORM"
and conversation ID

Sends current magnitude and
real power through the breake

NS

ns

1%

Breaker Start - c "
Agent BEFOREISLAND to MA.
Move MovelLoad - - performative Requests current loading from
Agent Request “QUERY_REF" and loads and current generation
conversation ID from generators when it
“LOADING” reaches the respective locatio
while it moves.
Moveload - performative “INFORM” and ” Receives current loading from
Receive-Loading conversation ID “LOADING” loads and current generation
from generators when it
reaches the respective locatio
while it moves.
IslandDetect - performative “INFORM” and - Performative “PROPOSE| Receives current magnitude
conversation 1D and conversation ID and real power from BA.
“BEFOREISLAND" SHEDLOAD Decides the load that has to b
shed and sends OPEN to LA
MovelLoad - performative “QUERY_REF”| - performative “INFORM” | Receives the query from MA
Reply and conversation ID and conversation ID and sends its current loading.
Load “LOADING” “LOADING”
Agent MovelLoad - performative “PROPOSE” | - Send OPEN/CLOSE Sends OPEN signal to itself
Action and conversation ID signals to itself when content of the received
“SHEDLOAD” message is OPEN
Generator MoveGen - performative “QUERY_REF”| - performative “INFORM” | Receives the query from MA
Agent Reply and conversation ID and conversation ID and sends its current generati

“LOADING”

“LOADING”

bn

and maximum capacity.
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5.5.1 Breaker Agent

1. IslandRestoreBehaviour: This behavior correspdadStep-Il in Figure 5.7. On
its opening the breaker agent informs MA with perfative “INFORM” and
Conversation ID “BEFOREISLAND” when it is encourgdrduring the mobility
of MA. The contents of the message are the cuftewing through the breaker
and the real power flowing through the breaker.

] NC (INFORM, BEFOREISLAND) —
STEP-II

B no
Gl s2 < B2 sS4 S5

Il ‘ I I
[

B1 S1 ‘
o1 0
P4
[ Source-1
“ \ » S3 » =
\ ) \ ~ DG ‘ /
‘ 2 \ L3 ~
s |
J

\ L1 /
k /
\ 7/ KD MA
FORWARD W 510
(QUERY_REF, (PROPOSE, BACKWARD
LOADING) — SHEDLOAD) — PROPOGATION —
STEP-| STEP-II STEP-IV

G2 o s6 sS7 | S8

S9
il ‘ m M [
LI LI (] LI
Source-2 B4

L5 L6 L7

Figure 5.7 Messages Flow for Load Shedding betvilsarent Agents
5.5.2 Move Agent
1. MovelLoadRequestBehaviour: This behavior cowadp to Step-I in Figure 5.7.
The agent sends a message with performative “QUEEF" and
ConversationID “LOADING” to LA neighbors and GA mgibors encountered
during its mobility.
2. MovelLoadReceiveLoadingBehaviour: This behaviorresponds to Step-l in

Figure 5.7. The agent receives a message with rpaafore “INFORM” and
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ConversationID “LOADING” from its LA neighbors andsA neighbors

encountered during its mobility. The MA extractslaaves the message received
from GA, categorizing the content as local nameoeisited switch ID, maximum
capacity and current generation. The MA extracts saves the message received
from LA, categorizing the content as local namepagted switch ID, status and
current loading. Name denotes the unique agenttifaation; status refers to
critical/vital or non-critical/non-vital; associaewitch ID refers to the immediate
downstream switch neighbor.

. MoveLoadlslandDetectBehavior: This behavior cquoggls to Steps-Il and 11l in
Figure 5.7. The agent receives a message with rpeafove “INFORM” and
ConversationID “BEFOREISLAND” from BA encounteredirthg its mobility.
The message contains the agent local name, reatrpamd current magnitude
through the breaker. The magnitude of current tinothe breaker indicates the
supply from utility/source to downstream loads. tife current direction is
upstream, then no loads need to be shed. If themudirection is downstream,
then the magnitude of loads to be shed is at E@sal to the current magnitude
through the breaker. The local name sent by BAthadssociated switch ID sent
by the GA and the LA help in identifying the GAsdabAs downstream of BA.
These GAs and LAs form the island. The MA has imfation from each of the
downstream GAs about the pre-island generation magimum capacity, and
pre-island loading of downstream LAs, as descrilme(®) above. The available

generation is obtained by subtracting the pre-tsigeneration from the maximum
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capacity. The amount of load to be shed is thusrdehed by subtracting the

available generation from the current magnitudet deypn BA (utility was
supplying before disconnection). The MA then sepedormative “PROPOSE”
and ConversationID “SHEDLOAD” to the LA encounterdigdst during its
mobility and continues until the load shed is asteequal to the calculated

amount of load to be shed.

5.5.3 Load Agent

1. MovelLoadReplyBehavior: This behavior corresgotadStep-I in Figure 5.7. The
agent receives a message from MA with performat@&ERY_REF’ and
ConversationID “LOADING” when it is encountered g the mobility of MA.
The agent, in reply, sends a message with contrdl Iname, associated
downstream switch ID, status and current loadintlp werformative “INFORM”
and ConversationID “LOADING” to MA.

2. MovelLoadActionBehavior: This behavior corresge to Step-lll in Figure 5.7.
The agent receives a message from MA with perfanadtPROPOSE” and
ConversationID “SHEDLOAD” when it is encounteredridig the mobility of
MA. If the message content is open/close, therLtheends an open/close signal

to itself.

5.5.4 Generator Agent
1. MoveGenReplyBehavior: This behavior correspaindStep-I in Figure 5.7. The

agent receives a message from MA with performat@ERY_REF’ and
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ConversationID “LOADING” when it is encountered g the mobility of MA.

The agent in reply sends a message with conterdl lnoame, associated
downstream switch ID, maximum capacity and currgy@neration with

performative “INFORM” and ConversationID “LOADINGb MA.

5.6  Results of Load Shedding and Restoration

A power system test case was simulated in VTB. @rag describes the
development of a MAS for restoration of distributisystems without DG. This section
focuses on restoration of distribution systems MdtB under islanded conditions using
JADE to develop the multi-agent framework. The ageanly communicate with
neighboring agents. Communication messages fortagamticipating in restoration and
load shedding only are shown in the results. Mohijgnt moves from container to
container to perform the desired task. The MASestdad on a system with DG for
shedding loads after breaker opening leading t@rséipn from the utility. The high
priority of critical/vital loads must be considerddring load shedding and restoration
through alternate path. For simplicity, one-linagtiams of the test cases do not show the
load breakers. The per unit data in the test daseistained on a MVA base of 0.1 MVA

and kV base of 6.6 kV.

5.6.1 Load shedding without Restoration
This section considers two systems; Test Systewhith is a 6-node system, and
Test System 2, which is an 18-node modified shigtesy. One case is considered for

Test System 1 and two cases are considered foiSisgtm 2.
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The system in Figure 5.8 is a 6-node system with gegnerator, one DG and four

loads; Loads 2 and 3 are critical/vital, and Loddsind 4 are non-critical/non-vital.

Tables 5.2 and 5.3 show the bus data and branahrdper unit for the system.

Generator Agents - 02

Load Agents - 04
Breaker Agent - 01
Total Agents - 07
s2253 =4 Bs 4 s6 s7°s8 s9 8
S e
o

T

5

L2

1 S1
Source-1
L1

Figure 5.8 Distribution Network |

<J[]

L4

-
w

Table 5.2. 6-Node Test System — Bus Data
Bus | Voltage (p.u.)] Max GeneratgrLoad (p.u.)
No. Capacity (p.u.)
1 1.0 Slack 10
2 - - 10
3 - - 0
4 - - 15
5 - - 20
6 1.0 20 0
Table 5.3. 6-Node Test System — Branch Data
From| To Branch
Bus | Bus | Resistance (p.u.
1 2 0.001
2 3 0.0001
3 4 0.0001
4 5 0.0001
5 6 0.001
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In the simulation, breaker B5 opens at 0.348 sesoRidure 5.9 shows the VTB

schematic. The initialization of the MAS is shownAppendix A.4.

S9

. B S8
DG1 :z@-‘%.@.,.w,.@.i

S1 S2 S3 S4 B5 S6 S7

RO Ny NI

L1 . L2 L3 L4

Figure 5.9 VTB Schematic of Distribution Network |
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Figure 5.10 Trace of Messages between AgentsdadIShedding

When the system is in a normal state, the MA detsitiformation about current
loading and current generation from loads and geaes as seen by Messages 1-12 in
Figure 5.10. This receiving of loading and generatnformation occurs until the system
operates in normal state. After the opening ofliteaker, a power imbalance occurs in

the island by 12 p. u. This opening of the bred&ads to asynchronous Message x with
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performative “INFORM” and conversation ID “BEFORHBISND” from BAS5 (Breaker

Agent 5)-MA1 (Move Agent 1). The MA sheds the natavload L4 shown in Message
x+1. Figure 5.11 shows that Load 4 is shed in ®.68conds after the opening of the

breaker, incorporating no delay for physical ccaists.

;IQIz;

I [
n —— Current_Load3

|

I

=lolx|

n A —— Current_Load4

i |

- Gt [Ldar2
+—— Current Laadt

AU JHLE

q‘
e—

il

Figure 5.11 Load 4 and Load 3 Control Signals,dband Load 2 Currents, Load 3
Current, Load 4 Current (starting with upper leftreer and reading column
wise)

The current of DG1 decreases from 20 p.u. to 1444 and the current of Generator 1

decreases from 34.5 p.u. to 19.6 p.u. Figure Shbfvs voltages and currents of DG and

the generator.

Il Test System 2
The system in Figure 5.13 is the Healy icebreakgr system, whose data was

obtained from [61] and modified to consider onlplrepower loads. The modified ship
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system is an 18-node system with one generat@e thGs and six loads; Loads 3 and 6

are critical/vital, and Loads 1, 2, 4 and 5 are-potical/non-vital. Tables 5.4 and 5.5

show the bus data and branch data in per unihfosystem.

| X

I ——— \ims_DG1_Current |-

"~ Vrms_DG1_veltage B s _DE1L
=
iy \ Vrms_DG1_Valtage | 5
B \ / \

Figure 5.12 DG1 and G1 RMS Voltages, DG1 and Girébs (starting with upper left
corner and reading column wise)
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Figure 5.13 Distribution Network Il (Modified Shipystem)
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Table 5.4.

Table 5.5.

18-Node Modified Ship System — Bus Data

Bus | Voltage (p.u.)] Max GeneratarLoad (p.u.)
No. Capacity (p.u.)
1 1.02 Slack 0
2 1.02 20.5 0
3 1.02 20.2 0
4 1.02 20.13 0
5 - - 1.4
6 - - 1.27
7 - - 0
8 - - 0
9 - - 19.36
10 - - 0
11 - - 0
12 - - 19.06
13 - - 0
14 - - 0
15 - - 19.36
16 - - 0
17 - - 0
18 - - 18.93
18-Node Modified Ship System — BranetieD
From| To Branch Transformer
Bus | Bus | Resistance (p.u. Tap
1 5 1.6344E-6 -
2 5 1.4770E-3 -
3 6 1.5268E-3 -
4 6 1.5855E-3 -
5 6 0.6464E-6 -
5 7 1.6834E-6 -
5 10 2.4369E-6 -
6 13 2.8090E-6 -
6 16 3.3765E-6 -
7 8 2.0125E-6 1.0
8 9 2.3196E-6 -
10 11 2.0125E-6 1.0
11 12 2.3169E-6 -
13 14 0.20125E-3 1.0
14 15 2.6816E-6 -
16 17 0.20125E-3 1.0
17 18 2.8579E-6 -

105
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A. Case 1

In the simulation, Breaker B1 opens at 0.055 sesoRjure 5.14 shows the VTB

schematic. The initialization of the MAS is shownAppendix A.5.
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Figure 5.14 VTB Schematic of Distribution Netwerkl (Modified Ship System)

When the system is in a normal state, the MA dasitformation about current

loading and current generation from loads and g#oes, as seen from Messages 1-20 in
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Figure 5.15. After the opening of the breaker, vgroimbalance occurs in the island by

25.3 p.u. This opening of the breaker leads to @wymous Message x with performative

Bl B11 G1 D1 D2 D3 L1 L2 L3 L4 L5 L6 M1

1 S0 SEND |LOADING

2 S0 SEND LOADING

3 50 SEND LOADING

2 S0 SEND LOADING

s Lo SEND_LOADING

6 SEND_LOADING 50

; S0 SEND_LOADING

. SO SEND_LOADING

9 SEND_LOADING >0—

10 SEND LOADING >0

B} GA01BR0130031.04 - N

; DAO1SA0720.120.1 o

. DAO3SA1720.1318.64 __

) LAO2SAO6N1.36

. LAO5SA14 N1.23 od

- LAO1SAD4 N18.46

. DA02SA1522.2 17.99 o

" LAO3SA09V18.5 o<

’ LAO6SAL9V18.63—o<

0 LAO4SA12N18.21 o<
R R A
R R
B R R

. B R R

* "' | BA0124.9131.04 | =

- OPEN

X+2 >0

- -0 OPEN

- . OPEN

- o OPEN

Figure 5.15 Trace of Messages between AgentsdadIShedding — Modified Ship
System (Case 1)
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“INFORM” and conversation ID “BEFOREISLAND” from B2 (Breaker Agent 2)-
MA1 (Move Agent 1). The MA sheds the non-vital IgddL, L2, L4 and L5, as shown in
Messages x+1 to x+5. Figure 5.16 shows that Loa@s4 and 5 are shed in a maximum
of 0.006 seconds after the opening of the breadkegrporating no delay for physical
constraints. The current of DG1 decreases from.@0tp 14.5 p.u., the current of DG2
decreases from 18 p.u. to 11.2 p.u., current of d&3eases from 18 p.u. to 11.65 p.u.
and current of Generator 1 decreases from 31.05t@.0 p.u.. Figure 5.17 shows the

voltages and currents of DGs and generator.

Figure 5.16 Load 6, 5, 4, 3, 2 and 1Currentst{atawith upper left corner and reading
column wise) — Modified Ship System (Case 1)

—
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Figure 5.17 DG3, DG2, DG1 and G1 RMS Voltages, DBG2, DG1 and G1 Currents
(starting with upper left corner and reading columse) — Modified Ship
System (Case 1)

B. Case 2

Figures 5.13 and 5.14 show the system and its samienin the simulation,
breaker B11 opens at 0.183 seconds. Only Load 5imeasased from 1.27 to 15 p.u.;
Tables 5.4 and 5.5 show the rest of the data. fiitialization of the agents is similar to
case 1 above.

When the system is in a normal state, the MA detsinformation about present
loading and current generation from loads and g#oes, as seen by Messages 1-20 in
Figure 5.18. After the opening of the breaker, wvgroimbalance occurs in the island by
10.97 p.u. This opening of the breaker leads ton@spnous Message x with

performative “INFORM” and conversation ID “BEFOREBISND” from BA11 (Breaker
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Agent 11)-MA1 (Move Agent 1). The MA sheds the notal load L5 as shown in

Message x+1. Figure 5.19 shows that Load 5 is #m&d004 seconds after opening of
breaker, incorporating no delay for physical ccansts. The current of DG1 decreases
from 21.45 p.u. to 20.5 p.u., current of DG2 desesarom 22.2 p.u. to 18.2 p.u., current
of DG3 decreases from 23 p.u. to 18.8 p.u. andenturof Generator 1 decreases from

34.7 p.u. to 19.6 p.u. Figure 5.20 shows the veliaand currents of DGs and generator.

Bl B11 G1 D1 D2 D3 L1 L2 L3 L4 L5 L6 M1
1
, SEND_LOADING>0—
. SEND_LOADING >0
, SEND_LOADING >0
SEND_LOADING 5
5
Lo SEND_LDADING
6 Lo SEND |LOADING
7 - SEND |LOADING
8 Lo SEND. LOADING
9 - SEND_LOADING
10 Lo SEND| LOADING
11 GA01BR0130032/93 od
12 DAOD1SA0721,4521.45 od
13 DAOBSA1[723 22.98 od
14 LAO1SAD4AN18.40 od
* LAO5SA14N14.38 o<
1 LAO6SA19V18.49—o<
17 DAQ2SA1522.222.18 oe
18 LA02SAO06N1.35 o<
1 LAO4SA12N18.08 o<
2 LAD3SA09V18.5 o<
o br b
o Ll e
o A o
P Lr N
BA116.710.97 o<
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Figure 5.18 Trace of Messages between AgentsdadIShedding — Modified Ship
System (Case 2)
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5.6.2 Load shedding with Restoration

This section considers two systems: Test Systean18-node system and Test
System 2, a 21-node modified ship system. Oneisasensidered for Test System 1 and

Test System 2 each.

Test System |
The system in Figure 5.21 is an 8-node system tmithgenerators, one DG and
six loads; Loads 2, 4 and 5 are critical/vital, d&rhds 1, 3 and 6 are non-critical/non-

vital. Tables 5.6 and 5.7 show the bus data anadchrdata in per unit for the system.

DG
G1

S1 S2,S3 S4 B5 S6 S7
1 ‘ 1 1
[ ‘ L [
Source-1
L1 L2 L3 L4
Generator Agents — 03 S8
[] No Switch Agents ~ — 11
Load Agents — 06
. NC Breaker Agent — 01
Total Agents - 21
S9
G2 s10 s12 s13 ‘
OO0 0
LS

Figure 5.21 Distribution Network 11l

In the simulation, breaker B5 opens at 0.237 sesdfAidure 5.22 shows the VTB
schematic. The initialization of the MAS is shownAppendix A.6.

When the system is in a normal state, the MA detsiiformation about present
loading and current generation from loads and geoes, as seen by Messages 1-12 in

Figure 5.23.
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Table 5.6.

Table 5.7.

8-Node Test System — Bus Data

Bus | Voltage (p.u.)] Max GeneratgrLoad (p.u.)
No. Capacity (p.u.)
1 1.0 Slack 25
2 - - 25
3 - - 0
4 1.0 25 16
5 - - 20
6 1.0 Slack 25
7 - - 25
8 - - 0
8-Node Test System — Branch Data
From| To Branch
Bus | Bus | Resistance (p.u.
1 2 1.50E-6
2 3 1.50E-6
3 4 1.58E-6
4 5 1.00E-3
6 7 1.00E-3
7 8 1.50E-6
4 8 1.00E-3
_M-T.@zfﬂ DG
B .3 S1  S2 ,.S3 sS4, BS - S6- S7-
oo er L0
Q7 ®, fle O
it 12 T3 3,
o
o 310 S12 ,~S13,~.S9 . 8
Gz_rl® DG ,@w@f
HERC)) G |
8 £ iLe

Figure 5.22 VTB Schematic of Distribution Netwadtk
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After the opening of the breaker, a power imbalamoaurs in the island by 11.75

p.u. This opening of the breaker leads to asyncdusrMessage x with performative
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“INFORM” and conversation ID “BEFOREISLAND” from B3 (Breaker Agent 5)-

MAL1 (Move Agent 1). The MA sheds the non-vital lIda8lshown in Message x+1.

B5 L1 L2 L3 L4 S9 S10S12S13 S4 S5 S6 S8 D1 Gl G2 M1
1 SEND_LOADING >0
2 SEND_LOADING B0
5 Lo SEND_LOADING
. bo SEND LOADING
SEND_LOADING
5 50 !
SEND_LOADING
6 >0
7 GAO01SA0130056.84 o<
8 DAO01SA0&25 25 o<
9 LA02SAD3V23.57 o<
10 LAQ1SAD1N232.57 od
u LAO4SA07V18.06 od
1 LAO3SAO8N14.89 o<
N
Lob
N
e
S Teaoss.o91n7s
X O<
OPEN
Xx+1 BO
" LLAO3 N14.28 -
s - SSA08 N14.28
X+ SSA09 N14.28 >
x+5 <— ATC
x+6 -— ATC
X7 ATC >
8 < 53.34
X+9 53.34—P>
x+10 53.34—P>
11 - 53.34 53.34
x+12 ACCEPT -
x+13 5334 53.34 >
14 < ACCEPT
s < CLOSE 53.34
16 ACCEPT >

Figure 5.23 Trace of Messages between AgentsdadlShedding and Restoration
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Shedding of L3 leads to an asynchronous messagé weérformative

“QUERY_REF” and conversation ID “RESTORE” from LBdad Agent 2)-S8 (Switch
Agent 3) as shown in Message x+2, which is thewdoded through S9 to S13. S13
changes the conversation ID to “ATC” and sends asage to G2 (Generator Agent 2)

through S12 and S10 as shown in Messages x+5 to x+7

T lx)

|4

u U H u 5! [T
Z 025 5 0.3s 4 0.45 a n.0s 1 014 0z 0.25 03 034

0.05 1 n1s

Figure 5.24 Load 1, 2, 3 and 4 Currents (stamiitg upper left corner and reading
column wise)
G2 changes the performative to “INFORM” and pastesemaining capacity to
S13 through S10 and S12 as shown in Messages xx81®. S13, which is normally
open, changes the performative to “PROPOSE”, amyarsation ID to “AVAILATC”
and forwards the message to S8 through S9. S8 Selnde” to L3 as shown in Message

x+15, and Load 3 is restored, since the remainagacity of G2 is enough to supply this
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load. Figure 5.24 shows that Load 3 is shed in D$¥ronds after opening of breaker,

incorporating no delay for physical constraintsat® is restored in 0.024 seconds after
the load is shed. The current of DG1 remains same,Generator 1 decreases from 57
p.u. to 47.5 p.u.,while the current of Generatoin@eases from 47 p.u. to 54.8 p.u.

Figure 5.25 shows the voltages and current of Di&lsggnerators.

L ﬁ
|

[/¥rms_G1_Voltage

il

Vims_G1_Voltage

Tl

T T Vims_D5 _Valtage

T lx

Figure 5.25 G1, DG and G2 RMS Voltages, G1, DG@RARMS Currents (starting
with upper left corner and reading column wise)

Il Test System |l

The modified ship system shown in Figure 5.26 8lanode system with two

generators, two DGs and six Loads; Loads 1, 4 d56aawre critical/vital, and Loads 2 and
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3 are non-critical/non-vital. Tables 5.8 and 5.8wlthe bus data and branch data in per

unit for the system.

In the simulation, breaker B6 opens at 0.0818 s#xoRigure 5.27 shows the
VTB schematic. The initialization of the MAS is stnoin Appendix A.7.

When the system is in a normal state, the MA dasitfformation about current
loading and current generation from loads and g#oes as seen by Messages 1-14 in

Figure 5.28. After the opening of the breaker, wgroimbalance occurs in the island by

14.4 p.u.

Source-1 Source-2
c1 Generator Agents — 04

Switch Agents - 24 G2

Load Agents - 06

. B1 Breaker Agents — 02 16 B20
2 Total Agents - 36

0 ~c
B no

Figure 5.26 Distribution Network — IV (Modified §hSystem)

The breaker opening leads to asynchronous Messagdtix performative
“‘INFORM” and conversation ID “BEFOREISLAND” from B®& (Breaker Agent 6)-

MA1 (Move Agent 1). The MA sheds the non-vital lda@shown in Message x+1.

www.manaraa.com



Table 5.8.

Table 5.9.

21-Node Modified Ship System — Bus Data

Bus | Voltage (p.u.)] Max GeneratgrLoad (p.u.)
No. Capacity (p.u.)
1 1.02 Slack 0
2 - - 0
3 - - 0
4 - - 0
5 - - 19.2
6 1.02 22 0
7 1.02 22 0
8 - - 0
9 - - 0
10 - - 19.37
11 - - 0
12 - - 0
13 - - 18.93
14 - - 0
15 - - 15
16 1.02 Slack 0
17 - - 12
18 - - 0
19 - - 0
20 - - 19.06
21 - - 0
21-Node Modified Ship System — BranetaD
From| To Branch Transformer
Bus | Bus | Resistance (p.u. Tap
1 2 1.6344E-6 -
2 15 0.64641E-6 -
2 3 1.6834E-6 -
3 4 2.0125E-6 1.0
4 5 2.3196E-6 -
8 15 2.8090E-6 -
7 9 0.20125E-3 1.0
9 10 2.6816E-6 -
15 14 1.5268E-3 -
6 15 1.5855E-3 -
11 15 3.3765E-6 -
12 11 0.20125E-3 1.0
13 12 2.8579E-6 -
14 15 1.0000E-3 -
16 17 0.16770E-3 -
17 18 2.4369E-6
19 18 1.000E-6 1.0
20 19 2.3169E-6
20 21 1.000E-6
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Shedding of L3
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Figure 5.27 VTB Schematic of Distribution NetwerkV (Modified Ship System)

leads to an asynchronous messagé wédrformative
“QUERY_REF” and conversation ID “RESTORE” from LBdad Agent 2)-S17 (Switch
Agent 17) as shown in Message x+2, which is tloewdirded to S15, S17 and S18. The
message from S15 and S17 are terminated since RAG1DAO2 do not respond to
messages with conversation ID “RESTORE”. The messaghus forwarded through
S18 and S19 to S30. S30 changes the conversatito IBTC” and sends message to
G2 (Generator Agent 2) through S28-S22, as showMéssages x+6 to x+11. G2
changes the performative to “INFORM” and passeereitsaining capacity to S30 through
S22-S28 as shown in Messages x+12 to x+18. S3@hwhinormally open, changes the
performative to “PROPOSE” and conversation ID toVALATC” and forwards the
message to S9 through S18 and S19. S9 sends “¢w$&’ as shown in Message x+22,

and Load 3 is restored since the remaining capati®2 is enough to supply this load.
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B6 L1 L2 L3 L4 S9 S18S19 S30 S28 S27 S26 S25523 S22 G1 D1 D2 G2 M1
1 SEND_LOADING PO
2 SEND_|LOADING pO
3 50 SEND LOADING
4 50 SEND LOADING
SEND_LOADING
5 >0
R S0 SEND LOADING
7 SEND_LOADING B0
8 DAO2SALL2 22 o<
0 GA01BR0130032. o<
LAO1SA04V18.96
10 O<
DAOISA1R2 22 o<
i LAO3$A09N11.60 4
N LAO2SA07 N11.60 od
" LAO4SA19V17.90 od
R O T T O R T T A T A R IR A R R
A N R R
R T T R T O A I A AR A TR A S A A
T T T T T A I A S IR A S R A
2 T T PR S O A O I A
O<
x OPEN
X+1 09
LLAO3 N14.4 >
Xz SSA09 N14.28 g
- SSA18 N14.28—p
X+4
SSA19 N14.28—p
x+5 ATC—»
X+6
ATC P
X+7
ATC -
X+8
ATC — P
X+9
ATC — P
x+10 ATC |
x+11 ATC >
X+12 < 30.50
x+13 -¢— 30.50
x+14 ¢ 30.50
x+15 - 30.50
x+16 - 30.50
x+17 -— 30.50
x+18 - — 30.50
x+19 30.50 30.50
x+20 - 30.50 30.50
x+21 - 30.50 30.50
oo __ [CLOSE 30.50
o ACCEPT

Figure 5.28 Trace of Messages between AgentsdadlShedding and Restoration
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Figure 5.29 Load 1, 2, 3 and 4 Currents (stamiitg upper left corner and reading
column wise)

TS || vrms_cz_current B a3
= —_—
3 E T E it
Wrme_G2_Yolage || — vtms_G2_Currert ‘

0.0: 01 0.1 i) i} i) 0 04 0.4: i} 0.0 ikl 01 1) i} 0 i} 04l 04 i} [

Figure 5.30 G1, DG1, DG2 and G2 RMS Voltages, &1, DG2 and G2 RMS
Currents (starting with upper left corner and ragdiolumn wise)
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Figure 5.29 shows that Load 3 is shed in 0.006 rsc@fter the opening of the

breaker, incorporating no delay for physical caasts. Load 3 is restored in 0.019
seconds after the load was shed.

The current of DG1 remains the same, Generatorciedses from 28.2 p.u. to
18.1 p.u., and the current of Generator 2 increéees 30.8 p.u. to 41.03 p.u. Figure

5.30 shows the voltages and currents of DGs andrgtars.

5.7  Control of Distributed Generator
In Section 5.6 it was assumed that a DG can atijuiste varying nature of loads
under islanded conditions or while performing restion. This research work proposes a

control method to accomplish such fast adjustmehBG output.

5.7.1 Test System

To accomplish such a control, this research comsitlen IEEE 4-node test
system [62]. Figure 5.31 shows the test system whth addition of DG and load
variations. The test system was simulated usingl8MK and the SimPowerSystems
library of MATLAB/ SIMULINK. The SIMULINK model of the synchronous generator
with the diesel turbine unit and excitation systesnused for the DG. Also, the DG is
modeled as an independent current source usingtiBqual. Only real power output is

considered for ease of calculation and demonstratiaechnique.

T P 5.1
R 5.1)

d
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Figure 5.31 Control of DG

5.7.2 Results

DG

Controller &

4

Load

First, a steady state solution for the test systeam obtained using MATLAB/

SIMULINK. A load flow analysis was also done usimgdial distribution analysis

package (RDAP) [63]. The results obtained from SINMK, shown in Table 5.10, were

close to that obtained from RDAP, shown in Tabl&l5.verifying the model and the

steady state solution. The small variation in ressigd due to difference in line modeling

and solution technique. In steady state, the wtitiélivers less power than the DG,

because the DG is modeled as constant current,kidéeysing the power constant at 1

MW. The following steps are followed now:

Table 5.10. Voltages and Currents from MATLAB vaith DG

?\]L:)S Vlc\)/ll S (I:D)::‘/g) Branch AInIJ| D (S(Ieg) Phase
1 7199.45 0 12 100.41 -31.10 A
1 7199.43 -120 12 129.17 -146.29 B
1 7199.42 120 12 163.6 98.62 C
2 7185.82 -0.07 23p 102.14 -32.67 A
2 7156.8 -120.13 23p 130.64 -147.56 B
2 7162.89 119.68 23p 164.8)7 97.57| g
3 2392.19 -0.17 23s 304.75 -32.75 A
3 2384.12 -120.26 23s 390.14 -147.58 B
3 2385.35 119.50 23s 492.68 97.56 d
4 2340.46 -0.96 34 304.7 -32.75 A
4 2247.22 -121.74 34 390.14 -147.58 B
4 2270.26 115.75 34 492.68 97.56) q
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1. The fixed load is made variable, changing atsnh= 1.0, t = 1.5, t = 2, t = 2.5,

increasing from one third full load to one thirduplone tenth full load and further
decreasing to one third full load. The responsthefDG with varying load is shown in
Figure 5.32 (a). The utility output varies consaldy with the load change. The

generator controllers act at the time instant adingiing loads but cannot compensate

fully for the varying load.

Table 5.11. Voltages and Currents from RDAP witHoG

No Vlc\)/lls (S(\e/g) Branch (Alnl”llp) (Ség) Phase
1 | 71997 0 12 | 10084 3245 A
1 | 71999 | -120 12 | 13092 14748 B
1 | 71996 | 120 12 | 16459 9752 C
2 7181 0.05 23p | 10085 -3244 A
2 7166 | -12012| 23p| 13093 14744 B
2 | 71672 | 11967| 23p| 16454  97.52 d
3 | 23935| -006 23s | 30259 -3244 A
3 | 23884 | -12013| 23s| 39275 -14744 A
3 | 23887 | 119437] 23s| 49353  97.5 d
4 | 23235 | -067 34 | 30253 3244 A
4 | 20623 | -12159| 34 | 39279 -14744 B
4 | 20743 | 11571 34 | 49353  97.52 0

2. Now the DG is modeled as an independent cusaumtce. Figure 5.32 (b) shows the
output of the DG and utility after independent eutr source interface. The utility
supplies for the varying load. Now the Pl congpllis employed for providing
information of changing load to the DG. Figure 5sB®ws that with autonomous control
the utility output is constant, and load fluctuascare absorbed by the DG. The output of

the DG is decided by, (t +1) = P, (t) + K, AP, (t) + K,AP,_(t) , where, AR, is the change

in load, P, is the real power output of the DG ariBMW < P, (t) < 25MW and
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P (0) = 1.0 MW. Placing a DG near the load reduces Ksiseproves reliability and

substation power level is not affected.

310 * 10
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161 16
14} f 14}
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2+ Load Variation R 2+ Load Variation |
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Figure 5.32 (a) DG (Synchronous Generator) witad_&luctuations (b) DG
(Independent Current Source) with Load Fluctuations
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Figure 5.33 Control of DG (Independent Currenti8euwith Load Fluctuations

5.8  Computational Complexity

Figure 5.34 shows the complexity of the developedSMfor a distribution

network by UML® class diagram. The class diagrafofgestoration, load shedding and
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restoration through alternate path after islandiibis class diagram includes main

package restoration and five kinds of agents wltessses are extended from the Agent
class of JADE. The Simple Behavior and Delay Betragiasses of JADE were extended
to realize the behaviors of different agents. JAIdESists of a set of application program

interface (API) classes and methods that allowggamato perform the required actions of

a Mobile Agent.

126

Figure 5.34 UML Class Diagram of Developed Muliéht System
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5.9 Conclusions

This chapter enhances the restoration strategepted in Chapter 4. Behaviors
and agents were added to the MAS developed in €hdpto perform restoration with
DG. Islanding cases were considered, and the pbalance is maintained in the island
by load shedding performed using MAS. The load dhmggconsiders priority, and non-
critical/non-vital loads are shed first. After tlead shedding the shed load agent sends a
query for restoration. If an alternate path witlffisient capacity is available, the query
for restoration is answered, and the load is restddG control plays an important role in
restoration. A preliminary work on achieving autoraus control for DG to follow load
changes is described. This control helps with fttling of DG and increases the

stability of the island with the added advantageeoiucing losses.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORK

Deregulation, distributed generation and the evareasing size of power
systems have forced the need for fast, automatéel)igent and reliable load shedding
and restoration schemes that can prevent systdapsel Careful study of systems with
DG indicate a need for DG control in normal coralis and islanded conditions to
augment the benefits of DG. The fast and poweradedtralized Multi-Agent System
(MAS) technique developed in this research achietedbjective of identifying the

amount and location of the load to be shed or redto

6.1 Conclusions

This dissertation proposed the development and emehtation of a fast,
intelligent, automated and decentralized schemerdstoration and load shedding of
land-based and ship distribution systems. The ageate first developed in MATLAB,
and the system was simulated in VTB. VTB had lichitleree-phase models. The need of
a three-phase unbalanced load led to the develdpmhench a PQ load model. VTB has
made function calls available for development ofdele required by the users.
MATLAB-VTB co-simulation is performed for agent exdions depending on the

system measurements. The development is succgdsfstieéd on a test system.
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Some drawbacks come with implementing a MAS in MARB, and hence the focus is

on using JADE as the agent development platformBMADE communication was
achieved, and an over-current fault was detecteldisolated in real time. Three agents,
SA, LA and GA, were developed, and they exchanfgnmation through their behaviors
and determine a feasible restoration path. ThrHerent test cases for full restoration,
partial restoration with load shedding, and altéweapath restoration demonstrated the
implementation of the agents. The results indichee MAS can provide a distributed
solution for restoration strategies. The time reggiito make and implement decisions
about load shedding or restoring is noted whensthlation is implemented with the
power system running. This time excludes the playsionstraints.

This dissertation also develops a restoration selfemsystems with DG. For this
focus, a DG model to the level of details requifedrestoration is developed in VTB.
The model verification was done on a test systewn @gents were added and several
behaviors were added to the agents existing ilvtA8 developed for restoration without
DG. A Mobile Agent was added to obtain loading geaeration from the LA and GA.
The implementation of the agents was demonstraged dour distribution networks for
load shedding within the island and load sheddimiw the island with restoration of
shed loads through alternate paths having enouggicitg. The results indicate the MAS
can provide a distributed solution for maintainirelands and thereby increase the
continuous supply to vital/critical loads. Sincee tfast variation of DG should not be
assumed, research for autonomous control of DG alss achieved which helped in

reducing losses and improving reliability; the gabien power level was not affected. To
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implement this scheme, the DG was modeled as agpemtlent current source. A PI

controller was used to control the DG output to pensate for load variations.
The significant contributions of this work are:

« Development and implementation of a state-of-thévaiti-Agent System

= for restoration after isolation of fault, load sdew under islanded conditions

= restoration of shed loads in the island using err@te path

= restoration with and without DG systems
« Autonomous control for DG to track load variatiomas designed.
The unique features of the developed MAS for redgton with and without DG are that it
can be implemented with real time simulation, isedgralized completely, follows FIPA
specifications, passes messages asynchronously aratular. These developments are
essential for fast reconfiguration for restoratidiand-based and shipboard power

systems with and without DG.

6.2  Future Work

The accomplishments of this research have poseztadesther problems that can
be undertaken further. The MAS is a fairly new depment for distribution system
restoration and has not been previously considerddsimulation of the system. So this
scheme has much more potential to investigatet, Fire autonomous control described
in this dissertation can be implemented using agémtachieve speed and autonomy.
Multi-tier restoration that considers transferriogds to an alternate feeder if the feeder
available for restoration does not have enough agpaan be implemented with the

addition of just several behaviors to existing agefihe power system can be simulated
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in PSCAD to study fast transients associated wititching actions. For this possibility,

an interface between JADE and PSCAD needs to belaged. Further work would

involve testing the restoration formulation on ulabged systems. Also, centralized
techniques based on mathematical programming arse thased on heuristics and meta-
heuristics should be compared with multi-agent sahs to demonstrate the effectiveness
of the MAS scheme and the tradeoffs involved ineotechemes. Since agents are
software abstractions, the MAS is reusable, andéenaking additions to incorporate

restoration for an integrated (AC-DC) structureshbip system is recommended.
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Agents require local knowledge to make decisionkis Tlocal knowledge

involving rpc ID, upstream and downstream neighp@ted capacity, status and priority,
is given in the agents’ initialization. SWA, GA, LLBA and MA initializations for the

test cases discussed in Chapters 4 and 5 are lggven

1. Initialization for Test System | in Section 4.5.1.

java jade.Boot S1: Restore. SWA(1 1100 1 S2 1 G1.AQ) S2: Restore. SWA(2 1
100 1 S31S11L20) S3: Restore. SWA(3 1100 1P 0 1 L2) S4: Restore.
SWA((4 11001 S51 S31L30) S5: Restore. SWAEQ 1 S6 1S40 1 L3) S6:
Restore. SWA(6 1 100 1 S7 1 S5 0 0) S7:Restore. GWA100 1 G2 1 S6 0 0)
L1:Restore.LA(100 N 1 S1 1 G1) L2: Restore.LA(110 ¥ S3 1 S2)
L3:Restore.LA(120 N 1 S5 1 S4) G1: Restore.GA(8 2(®1 L1) G2: Restore.GA(9
40 1 S7)

2. Initialization for Test System Il in Section 4.5.2.

java jade.Boot S10:Restore.SWA(10 1 200 1 S11 DG11) S11:Restore.SWA(11
12001 S12 1 S101 L2 0) S12:Restore.SWA(12 1 P@E13 2 S11 S16 0 1 L2)
S13:Restore.SWA(13 12001 S14 1 S12 1 L3 0) SBtdrReSWA(14 12001 S151
S13 0 1 L3) S15:Restore.SWA(15 1 200 1 S34 1 SO} 834:Restore.SWA(34 0
200 1 S27 1 S15 0 0) Si16:Restore.SWA(16 1 200 1 B1217 1 L2 0 1)

S17:Restore.SWA(17 12001 S16 1 S180 1 L4) SEdrReSWA(18 1 2001 S17 1
S19 1 L4 0) S19:Restore.SWA(19 1 200 1 S18 1 S2@P) S20:Restore.SWA(20 1
200 1 S19 1 S21 1 L5 0) S21:Restore.SWA(21 1 20620 0 0 1 L6)

L1:Restore.LA(100 N 1 S10 1 G1) L2:Restore.LA(110 IVS12 2 S11 S16)
L3:Restore.LA(120 N 1 S14 1 S13) L4:Restore.LA(14D 1 S17 1 S18)

L5:Restore.LA(150 N 1 S19 1 S20) L6:Restore.LA(360 S21 0)

java jade.Boot -container S22:Restore.SWA(22 1 200623 1 G2 0 1 L7)
S23:Restore.SWA(23 1 200 1 S24 1 S22 1 L8 0) SAMdR=SWA(24 1 200 1 S25 2
S23 S28 0 1 L8) S25:Restore.SWA(25 1 200 1 S2641190 0) S26:Restore.SWA
(26 1 200 1 S27 1 S25 0 1 L9) S27:Restore.SWA(Z0Q 1 S34 1 S26 0 0)
S28:Restore.SWA(28 1 200 1 S24 1 S29 1 L8 0 1)R280re.SWA(29 1 200 1 S28
1 S30 0 1 L10) S30:Restore.SWA3B0 1 200 1 S29 1 S831L10 0)
S31:Restore.SWA(31 12001 S301S3201L11) S82dRe.SWA(32 1 200 1 S31
1 S331L110) S33:Restore.SWA(33 12001 S32 002) L7:Restore.LA(170 N 1
S22 1 G2) L8:Restore.LA(180 V 1 S24 2 S23 S28) E8tBre.LA(190 N 1 S26 1
S25) L10:Restore.LA(200 N 1 S29 1 S30) L11:Rest#x&10 N 1 S31 1 S32)
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L12:Restore.LA(220 V 1 S33 0) G1:Restore.GA(4 55810 L1) G2:Restore.GA(5
550 2 S22 L7).

3. Iniitialization for Test System Il in Section 43%.

java jade.Boot S1:Restore. SWA(1 1 100 1 S2 1 G1.0)1S2:Restore.SWA(2 1 100
1S31S11L20)S3:Restore.SWA(3 11001 S4 0 3$42) S4:Restore.SWA(4 1
100 3 S20 S26 S28 1 S3 0 0) S5:Restore.SWA(GL 11®6 1 G2 0 1 L3)
S6:Restore.SWA(6 11001 S71S51 L4 0) S7:ReSWA(711001S81S601
L4) S8:Restore.SWA(8 1 100 3 S20 S24 S27 1 S7 $Restore.SWA(9 1 100 1
S10 1 G3 0 1 L5) S10:Restore.SWA(10 1 100 1 S11 9 1S L6 0)
S14:Restore.SWA(14 1 100 1 S15 1 S10 0 1 L6) SEdreSWA(15 1 100 3 S24
S25 S26 1 S14 0 0) Sl16:Restore.SWA(16 1 100 1 S1%410 1 L7)
S17:Restore.SWA(17 1 100 1 S18 1 S16 1 L8 0) SEdreSWA(18 1 100 1 S191
S17 0 1 L8) S19:Restore.SWA(19 1 100 3 S25 S27 32818 0 0)
S20:Restore.SWA(20 0 150 1 S8 1 S4 0 0) S24:ReS\wa(24 0 150 1 S151 S8 0
0) S25:Restore.SWA(25 0 150 1 S19 1 S15 0 0) SZ60R=SWA(26 0 150 1 S15 1
S4 0 0) S27:Restore.SWA(27 0 150 1 S19 1 S8 0 B)Rz3tore.SWA(28 0 150 1
S19 1 S4 0 0) L1:Restore.LA(300 N 1 S1 1 G1) L2tBesLA(310 N 1 S3 1 S2)
L3:Restore.LA(320 V 1 S5 1 G2) L4:Restore.LA(330 M S7 1 S6)
L5:Restore.LA(340 N 1 S9 1 G3) L6:Restore.LA(350 ¥V S14 1 S10)
L7:Restore.LA(360 V 1 S16 1 G4) L8:Restore.LA(370 N S18 1 S17)
G1l:Restore.GA(6 120 2 S1 L1) G2:Restore.GA(7 1@852.3) G3:Restore.GA(8 120
2 S9 L5) G4:Restore.GA(9 200 2 S16 L7)

4. Initialization for Test System | in Section 5.6.1.

java jade.Boot GAO1:dgproject.GA(7 20 1 SA01) DAdgproject. GA(8 300 1
SA09) LAO1:dgproject.LA(110 N 1 SAO1 0) LA02:dgpesi.LA(120 V 1 SA03 1
SA02) LAO3:dgproject.LA(130 V 1 SA06 1 BAO5) LAO4droject.LA(140 N 1
SA08 1 SAQ7) BAO5:dgproject.BrkAgent(5 1 1 MAO1)
MAO1:dgproject.MoveAgent(1 2 GAO1l DAO1 4 LAO1 LAO2A03 LA04)
SAO01:dgproject. SWA(1 1 200 1 SA02 1 GAO1 0 1 LAGAO2:dgproject. SWA(2 1
200 1 SA03 1 SA01 1 LAO2 0) SA03:dgproject. SWA(2A0 1 SA04 1 SA02 01
LAO2) SAO04:dgproject.SWA(4 1 200 1 BAO5 1 SA03 03)06:dgproject. SWA(6 1
200 1 SA07 1 BAO5 0 1 LAO03) SAO7:dgproject. SWA(72@0 1 SA08 1 SA06 1
LAO4 0) SAO08:dgproject.SWA(B 1 200 1 SA09 1 SA07 D LA04)
SA09:dgproject.SWA(9 1 200 1 DAO1 1 SA08 0 0)

5. Initialization for Test System Il (Case 1) in Seat5.6.1.
java jade.Boot GAO1l:dgproject. GA(6 300 1 SA02) DAffproject. GA(7 20.50 1

SAQ07) DAO2:dgproject. GA(8 20.20 1 SA15) DAO3:dgpecGA(9 20.13 1 SA17)
LAOl:dgproject.LA(110 N 1 SA04 0) LAO2:dgproject.(®20 N 1 SA06 0)
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LAO3:dgproject.LA(130 V 1 SA09 0) LAO4:dgproject.(A0 N 1 SA12 0)
LAOS5:dgproject.LA(150 N 1 SA14 0) LAO6:dgproject.(®60 V 1 SA19 0)
BAO1:dgproject.BrkAgent(1 1 1 MAO1l) BAll:dgprojeBtkAgent(11 1 1 MAO1)
MAO1:dgproject.MoveAgent(1 4 GAO1 DAO1 DAO2 DAO3 I6A01 LAO2 LAO3

LAO4 LAO5 LAO6) SAO02:dgproject.SWA(2 1 200 1 SA03 GAO01 0 0)

SA03:dgproject. SWA(3 1 200 2 SA08 BA11 1 SA02 0SA04.dgproject. SWA(4 1
200 1 SA05 0 1 LAO1 0) SAO5:dgproject.SWA(5 1 20848 BA11 1 SA04 00 1)
SA06:dgproject. SWA(6 1 200 2 SA08 BA11 0 1 LAO2)0SIAO7:dgproject. SWA(7
1 200 1 SA08 1 DAO1 0 0) SA08:dgproject.SWA(8 1 2DBA11 1 SA07 0 0)
SA09:dgproject. SWA(9 1 200 1 SA10 0 1 LAO3 0) SAldproject. SWA(10 1 200 1
BA11 1 S09 0 0 1) SAl12:dgproject.SWA(12 1 200 1 SAQ 1 LA0O4 0)
SA13:dgproject SWA(13 1 200 2 SAl16 SA18 1 SAl2 0 0

SAl4:dgproject.SWA(14 1 200 2 SA18 SAl16 0 0O 1 LAOY)

SA15:dgproject.SWA(15 1 200 1 DA0O2 1 SA16 0 0) SAthproject. SWA(16 1 200
1 SA15 0 0 0) SAl7:dgproject.SWA(17 1 200 1 DAO3 SA18 0 0)

SA18:dgproject.SWA(18 1 200 1 SA17 0 0 0) SA19:dggrt.SWA(19 1 200 1
SA20 0 0 1 LAO6) SA20:dgproject. SWA(20 1 200 2 SAAA16 1 SA1900 1)

6. Initialization for Test System | in Section 5.6.2.

java jade.Boot GAO1l:.dgproject. GA(7 300 1 SAO0l) DAfypbroject.GA(8 25 1
SA08) GAO02:dgproject. GA(9 100 1 SA10) LAOl:dgpraje&(110 N 1 SA01 1
GAO1) LAO2:dgproject.LA(120 V 1 SA03 1 SA02) LAOproject.LA(130 N 1
SA08 1 SA06) LAO4:dgproject.LA(140 V 1 SAO07 0) LA@gproject.LA(150 V 1
SA10 1 GA02) LAO6:dgproject.LA(160 N 1 SA13 1 SA12)
BAO5:dgproject.BrkAgent(5 1 1 MAQ01) SAO1l:dgproj&&VA(1 1 200 1 SA02 1
GAO1 0 1 LAOl1l) SAO02:dgproject.SWA(2 1 200 1 SA03SAO01 1 LAO2 0)
SA03:dgproject. SWA(3 1 200 1 SA04 1 SA02 0 1 LAGA04.dgproject. SWA(4 1
200 1 BAO5 1 SA03 0 0) SAO6:dgproject.SWA(6 1 208A08 1 SA07 1 LA03 0 1)
SA07:dgproject.SWA(7 1 200 1 SA06 0 1 LAO4) SAOGmdgect.SWA(8 1 200 1
SA09 2 SA06 BAO5 0 1 LA03) SA09:dgproject. SWA(9 0021 SA13 1 SA08 0 0)
SA10:dgproject. SWA(10 1 200 1 SA12 1 GA02 0 1 LA@A12:dgproject. SWA(12
1200 1 SA13 1 SA10 1 LAO6 0) SA13:dgproject. SWAQL300 1 SA09 1 SA1201
LAO6) MAO1:dgproject.MoveAgent(1 2 GAO1 DAO1 4 LAQIAO2 LAO3 LAO4)

7. Initialization for Test System Il in Section 5.6.2.

java jade.Boot GAO1:dgproject.GA(6 300 1 SA02) DAfyproject.GA(7 22 1
SA16) DAO2:dgproject.GA(8 22 1 SAl1l4) GAO2:dgproj&A(9 300 1 SA22)
LAOl:dgproject.LA(110 V 1 SA04 0) LAO2:dgproject.(AB20 N 1 SA07 0)
LAO3:dgproject.LA(130 N 1 SA09 0) LAO4:dgproject(®40 V 1 SA32 0)
LAOS5:dgproject.LA(150 V 1 SA24 0) LAO6:dgproject.I(60 V 1 SA27 1 SA26)
BAO1:dgproject.BrkAgent(1 1 1 MAO1) BAO6:dgprojeBtkAgent(6 1 1 MAO1)
SA02:dgproject.SWA(2 1 200 1 SA03 1 GA01 0 0) SAlgproject. SWA(3 1 200 2
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SA29 BAO6 1 SA02 0 0) SAO4:dgproject.SWA(4 1 200SA05 0 0 1 LAO1)
SA05:dgproject. SWA(5 1 200 2 SA29 BA06 1 SA04 0)(BA07:dgproject. SWA(7
1 200 1 SA08 0 0 1 LAO2) SA08:dgproject.SWA(8 1 2D(BA15 SA17 SA18 1
SA07 0 0 1) SA09:dgproject.SWA(9 1 200 3 SA15 SAAX18 0 0 1 LAO3 1)
SAl4:dgproject. SWA(14 1 200 1 SA15 1 DA02 0 0) SaAityproject. SWA(15 1 200
1 SA18 1 SA14 0 0) SA16:dgproject.SWA(16 1 200 113A1 DA0O1 0 0)
SA17:dgproject. SWA(17 1 200 2 SA18 1 SA16 0 0) SAfProject. SWA(18 1 200
1 SA19 3 SA17 SA15 BAO6 0 0) SA19:dgproject. SWAU200 1 SA30 1 SA180
0) SA22:dgproject.SWA(22 1 200 1 SA23 1 GAO1 0 @P3:dgproject. SWA(23 1
200 2 SA29 SA25 1 SA22 0 0) SA24:dgproject. SWA(2200 2 SA29 SA25 1 SA23
0 0 1 LAOS 1) SA25:dgproject.SWA(25 1 200 1 SA26SA23 SA29 0 0)
SA26:dgproject. SWA(26 1 200 1 SA27 1 SA25 1 LA0GSH?27:dgproject. SWA(27
1200 1 SA28 1 SA26 0 1 LAO6) SA28:dgproject. SWA(2300 1 SA30 1 SA27 0 0)
SA29:dgproject. SWA(29 0 200 2 SA25 BAO6 2 SA03 SA23 0)
SA30:dgproject. SWA(30 0 200 1 SA19 1 SA28 0 0) SA8pRroject.SWA(32 1 200
1 SA33 0 0 1 LAO4) SA33:dgproject.SWA(33 1 200 315A5A17 SA18 1 SA3200
1) MAO1:dgproject.MoveAgent(1 3 GAO1 GA02 GAO3 4 QALAO2 LAO3 LAO4)
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